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ABSTRACT

Government statistics suggest that around one-third of children and young people do not
make the expected progress in reading comprehension and text production during
secondary school (Department for Education, 2015a; 2015b). Inference generation
abilities are at the core of skilled models of comprehension (e.g. Kintsch, 1988; Zwaan,
2003). However, previous research exploring the development of inference generation
abilities typically compares a child group (9years or less) with an adult group (18years
or over). To assess literal, coherence inference and elaborative inference processing in
real-world and counterfactual-world conditions in a wide age-range a new measure was
created: the Image Selection Task (1ST). The IST embeds a self-paced reading
methodology and forced-choice picture-selection task into short stories to explore
changes in inference generation skill (number of errors) and time-course (speed). The
IST was found to be a valid measure of inference generation abilities and, due to
reducing demands on translation and expressive language processes, potentially a purer
measure than existing tasks which utilise verbal response methods. The 1ST was used to
explore age-related changes in inference generation abilities in Year 5, Year 7, Year 9
and adults using a cross-sectional design. Findings suggest that inference generation
skill plays a role in both reading comprehension and text production during adolescence,
with skill increasing until Year 7. Error patterns suggest that coherence inferences were
no more difficult than elaborative inferences for Years 5, 7 and adults. Year 9, however,
found coherence inference generation more difficult than elaborative inference
generation. Inference generation speed was found to improve until Year 9 for both real-
world and counterfactual-world information, with time-course patterns comparable
across all age groups, such that, in real-world and counterfactual-world conditions,
coherence inferences were generated online and elaborative inferences offline. Real-
world coherence inference generation skill was found to be underpinned by knowledge
during adolescence. Both knowledge and inhibitory control appear to play a role in real-
world elaborative inference generation skill during adolescence. Counterfactual-world
inferences were both found to be underpinned by belief biases and inhibitory control.
However, the direction of effect of inhibitory control reversed (from positive to
negative) in Year 9. Further research is needed to explore whether this effect is specific
to the current sample or more generalisable. Based on the findings, educational
recommendations are provided, including suggestions for assessment and activities at
specific points in the reading process. The recommended activities focus on promoting
those skills underpinning inference generation.
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OVERVIEW

This thesis is split into three parts. Part 1is concerned with reviewing the existing body
of research exploring inference generation abilities. Therefore, a literature review is
presented in Chapter 1. Part 2 of this thesis focuses on inference generation task
selection, design, and evaluation. A review of current inference generation measures is
presented in Chapter 2. This review revealed that no one measure is suitable for the
assessment of both inference generation skill and time-course across a wide-range of
age groups. Therefore, a new researcher-designed inference generation measure is
introduced at the end of Chapter 2: The Image Selection Task (1ST). The study reported
in Chapter 3 evaluated the appropriateness of the inference-evoking texts and pictorial
stimuli used in the 1ST. The study reported in Chapter 4 evaluated the utility of the 1ST
by comparing patterns of results from the 1ST with those of an existing measure using
the same methodology. The 1ST was found to be a valid measure of inference
generation. Part 3 of this thesis presents the data and analysis of one large study
conducted using the 1ST to assess inference generation abilities during adolescence. The
methodology underpinning the large study is reported in Chapter 5. In Chapter 6 a
relationship between inference generation and reading comprehension and text
production is established. The reading comprehension ages of each age group were also
explored, resulting in the construction of four new groups, split by reading
comprehension age instead of chronological age. These reading comprehension age
groups were used to conduct additional analysis in Chapters 7 and 8. The developmental
trajectory of inferential skill (number of errors) and time-course (speed) was explored in
Chapter 7 and the development of those cognitive skills underpinning inference
generation during adolescence was explored in Chapter 8. A general discussion of

findings is presented in Chapter 9.
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Part 1: A Literature Review
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CHAPTER 1 LITERATURE REVIEW

The ability to successfully comprehend a text is one of the most important skills a child
or young person (CYP) must develop, given the importance of reading comprehension
to educational success and later professional success (Cain & Oakhill, 2006a;
Meneghetti, Carretti, De Beni, 2006; National Center for Educational Statistics, 2009;
2011; Salahu-Din, Persky, & Miller, 2008). However, between 2010 and 2015, around
one third (31-35%) of CYP finished Secondary School without achieving the literacy
levels expected (Department for Education, 2015a). Government statistics suggest that
some of these CYP did achieve age-related expectations (ARE) at the end of Primary
School, such that only 11-17% of CYP completed Primary School without achieving
literacy ARE between 2005 and 2010. This suggests that for some CYP Secondary
School presents challenges concerning the development of literacy skills. This is further
evidenced by progress rates, such that between 2010 and 2015, less than one fifth (8-
17%) of CYP failed to make the expected progress during Primary School, whereas
around one third (27-31%) of CYP failed to make the expected progress during
Secondary School (Department for Education, 2015a). This suggests that some CYP
have the literacy skills needed for success during Primary School but begin to struggle
during Secondary School. The primary purpose of this thesis is to build upon the
existing body of literature used to inform reading comprehension teaching and

intervention during adolescencel.

Reading comprehension is multi-faceted, resulting from the interaction of several skills,
the exploration of all would be beyond the scope ofthis thesis (Kintsch 2012; Oakhill &
Cain, 2011; Perfetti & Adlof, 2012; van den Broek, 2012). Therefore, for the reasons
listed below, inference generation abilities are the focus of this thesis. Zwaan & Singer
(2003) suggest that almost all aspects of comprehension are at least partially inferential,
with inference generation at the heart of many skilled models of reading comprehension
(Kintsch, 1988; van den Broek, Rapp, & Kendeou, 2005; Zwaan, 2003). Demands for
inferential, as opposed to simply literal understanding, also increase as the CYP moves
from Primary to Secondary School (AQA, 2013; Department of Education, 2013; Leach,

Scarborough & Rescorla, 2003). Similarly, research exploring poor comprehenders,

11In this thesis adolescence refers to 9-10 years to adulthood (18 years and over). This range was selected
as, as highlighted in Sections 1.1.2. and 1.2.2. this appears to be a potential period of qualitative change.
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finds that whilst poor comprehenders are a heterogeneous group, many often have weak
inference generation skills (Cain & Oakhill, 1999; Cain & Oakhill, 2006a; Comoldi, de
Beni, and Pazzaglia, 1996; Fletcher & Vaughn, 2009). Whilst teachers often identify
weak inference generation skills as a need, in this researcher’s experience, teachers are
often unable to go any further than this - i.e. state a specific class of inferences the CYP
is struggling with, state which aspect of inference generation a CYP is struggling with,
or provide a specific strategy to support the CYP. This suggests a lack of understanding
of what inference generation is and what teachers should expect from a CYP at any
given time. It is vital that a comprehensive understanding of the role of inference
generation in the reading comprehension process during adolescence is held as this
could support those CYP who are not making the progress expected during the
Secondary School years. The typical development of inference generation abilities
during adolescence is the focus of this thesis. See Figure 1.1 for an overview of this

Chapter.
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1.1. Real-World Inference Generation

Comprehension is more than the simple decoding of words. It is the ability to extract the
relevant (and often implicit) meaning of a text. Van Dijk and Kintsch (1983) propose
three levels of mental representation of a text: surface-level, propositional-level, and
situational-level - see Figure 1.2. The surface-level is a verbatim representation of the
words and phrases presented in the text. The propositional-level represents the explicit
semantic meaning of the text but exact words and phrases are often lost. The situational-
level represents an integration of both the semantic meaning of the text and a reader’s
relevant background knowledge. Subsequently, the structure of the text is often lost,
with information fitting into the reader’s pre-existing knowledge and beliefs. Unlike the
preceding levels, the situational model is thought to contain both explicitly and
implicitly stated information regarding the characters, objects, settings, events and
actions (Graesser, Singer, & Trabasso, 1994; Schmalhofer, McDaniel & Keefe, 2002).
The situational model is associated with true comprehension. The construction of a
situational model of the text is thought to require more effort than the construction of
either a surface- or propositional-level model, however (e.g. Friese, Rutschmann, Raabe
& Schmalhofer, 2008). The situational-level representation, though, is found to be more
robust and long-lasting, being stored in long-term memory (Kintsch et al., 1990). For
comprehension in the classroom, it is the information contained in the situational model
that the CYP is likely to acquire and store (i.e. learn) and thus be able to retrieve at a

later date (i.e. recall for use in an assessment).

Level of Representation

L
Surface Level Propositional Level Situational Level
Thefrogs sat on the log Sat[frogs, log|

Figure 1.2. A Sample of a Schematic Representation of the Three Levels of Mental

Representation

Several theories have been proposed to explain the construction of a situational model

(e.g. Kintsch, 1988; 1998; Kintsch & Van Dijk, 1978; van den Broek et al., 2005; van
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den Broek, Young, Tzeng, & Linderholm, 1999; Zwaan, 2003). The fundamentals of
most skilled models are the same, therefore, whilst discussion and evaluation of all of
these models is beyond the scope of this thesis it is possible to briefly outline the
general principles of mental model construction. Knowledge is thought to be activated
via an associative mechanism whilst reading. The knowledge and text activated in the
reader’s working memory are integrated into the reader’s mental model following
several cycles of iteration, whereby strong connections become stronger and weaker
connections are lost. Additionally, most models converge to suggest that for full
comprehension - i.e. for an enriched situational model to be constructed - inferences

are needed. For example, consider the passage below:

‘Lucy was in the woods. It was getting dark and she had not eaten all day. Lucy spotted
a rabbit to her right. She crouched down low and then slowly began to sneak up on the
rabbit, one paw at a time. When she was close enough, she pounced. Her tail wagged as

she tucked into her meal. ”

To fully understand even this short passage several inferences must be made. The reader
must infer that Lucy is a dog, it is early evening, Lucy is hungry, therefore she wanted
to catch the rabbit and eat it, Lucy snuck up on the rabbit so it didn’t run away, Lucy
caught the rabbit and ate it. The reader must also make a connection between ‘Lucy’
and ‘she’. The reader could also make additional inferences concerning the breed and
colour of dog, the colour and size of rabbit, etc. Inferences are thus fundamental to
successful mental model construction, with the number and range of possible inferences

numerous.

Whilst inference generation is positioned at the heart of situational model construction,
inference generation appears to be a distinct process, above and beyond literal
understanding. Neuroimaging research finds that when participants read a text that
requires an inference, those brain areas associated with literal text comprehension are
activated along with several other areas (typically the inferior prefrontal gyrus and
superior temporal gyrus; e.g. Jin, Liu, Mo, Fang, Zhang & Lin, 2009; Jung-Beeman,
2005; Kim, Yoon, Kim, Lee & Kang, 2012; Mason & Just, 2004; Prat, Mason & Just,
2011; Virtue, Parish, & Jung-Beeman, 2008). Those additional areas of the brain
activated when reading texts requiring an inference are related to skills and processes
such as the selection of appropriate knowledge, semantic integration and detection of

inconsistencies (Tyler & Marslen-Wilson, 2008; Zhang, Feng, Fox, Gao & Tan, 2004;
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Zhu, Zhang, Wang, Xiao, Huang & Chen, 2009). Given its unique and distinct nature,
specific exploration of the inference generation process during adolescence may prove
fruitful in furthering understanding of reading comprehension during this time.
Understanding which inferences CYP generate whilst reading and the processes
underpinning this is vital if specific literacy needs are to be identified for those making

slow progress during the Secondary School years.

1.1.1. Categorisation ofInference Types

Although different terminology may be used, two distinct types of inference are
consistently identified: 1) coherence and 2) eclaborative (e.g. Graesser et al., 1994;
Singer & Ferreira, 1983). Coherence inferences refer to those inferences essential for
the construction of a coherent mental representation of a text. They may link a referent
to its owner or link explicitly stated information by drawing upon existing background
knowledge to bridge a gap - see Table 1.1. for examples and Section 1.1.1.2.1. for
further discussion. Elaborative inferences are not necessary for maintaining coherence,
but do create a more enriched representation of the text - see Table 1.1. for examples
and Section 1.1.1.2.2. for further discussion. Several different types of inference fall
into each category. Consequently, comprehensive categorisation systems have been
developed. Table 1.1 provides an overview of the thirteen different classes of inference

outlined by Graesser et al. (1994).
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As can be seen from Table 1.1., the number of inferences that could be drawn whilst
reading is numerous. However, a reader’s processing capacity is limited. Therefore, it is
unlikely that all possible inferences are drawn whilst reading. One of the most
prominent and controversial areas of investigation in inference generation is thus
determining the time-course of different inference types. Specifically, which inferences
are generated online and which inferences are generated offline. Online inferences are
those inferences drawn whilst reading. The time-course of their generation is argued to
be rapid, since they are drawn with no or little strategic effort (e.g. Bowyer-Crane &
Snowling, 2010; Calvo, Castillo, & Schmalhofer, 2006; Ford & Milosky, 2008). Offline
inferences are those that require strategic effort and, as a result, are not drawn whilst
reading. The time-course of offline inference generation is argued to be significantly
longer than the inferential time-course of online inferences (e.g. Campion, 2004; Calvo

et al., 2006).

Online inferences are those inferences generated whilst reading, with minimal strategic
effort - i.e. automatically. However, this definition seems to conflict with the definition
ofreading comprehension being the result of a complex interaction between a variety of
skills and processes (e.g. Kintsch 2012; Oakhill & Cain, 2011; Perfetti & Adlof, 2012;
van den Broek, 2012). The nature of an online inference must be understood within the
wider context of reading comprehension. Automaticity is not absolute but relative, such
that automatic processing occurs faster and as the result of less conscious effort than
strategic processing (Thurlow & van den Broek, 1997). Knowledge-based inferences
depend on the activation and integration of the necessary knowledge from long-term
memory (Graesser et al., 1994). Therefore, if the knowledge necessary for inference
generation is not automatically activated the reader may have to engage in a conscious,
strategic search of long-term memory (Ericsson & Kintsch, 1995). In this case,
inference generation would be offline. When reading, knowledge related to the text is
thought to be automatically activated via associative mechanisms (Kintsch, 1988; van
den Broek et al., 1999; 2004). The knowledge must then be integrated with text nodes
and a link formed (Graesser et al., 1994; Kintsch, 1998). This process is more
demanding than making no connection between knowledge and real-world information,
such that texts evoking inferences result in longer reading speeds and higher levels of
brain activity (e.g. Casteel, 1993; Virtue, Haberman, Clancy, Parrish, & Jung-Beeman,
2006). However, when a strategic search of long-term memory is not required, this

process is routinely found to occur within 400ms (Garrod, O'Brien, Morris, & Rayner,
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1990). Skilled models ofreading comprehension suggest that text is processed in cycles
(occurring at the end of a sentence, clause or phrase), with each cycle taking no more
than 400ms (Kintsch, 1998). Therefore, within the bounds ofreading comprehension, an
online, automatic inference is one that is activated and fully integrated into the
situational model within 400ms. Conversely, an offline, strategic inference can be
defined as an inference that, whilst not integrated into the situational model within
400ms, can, with a strategic and conscious search of long-term memory, still be

generated when the reader is given more time.

1.1.1.1. Experimentally Determining the Online-Offline Nature o fan Inference

Inference generation measures assessing the online-offline nature of different inference
types are underpinned by two assumptions. First, as discussed above, the generation ofa
link between two or more text-based ideas and the reader’s existing background
knowledge is more demanding than literal processing (e.g. Casteel, 1993; Virtue et al,,
2006). Therefore, measures that tap the inferential time-course whilst reading (e.g.
reading speeds, eye movements, brain-imaging) conclude that an inference has been
drawn online if more cognitive effort is observed compared to the processing of explicit
information (measured by slower reading speeds, increased regressions and longer
fixations, and increased neuronal activity). Second, online inferences are integrated into
the situational model within 400ms at which point they should be readily accessible in
the reader’s working memory in the same way as explicitly stated information.
Therefore, inference generation measures that tap the inferential time-course by
recording responses after reading (e.g. lexical decision, naming, validation) conclude
that an inference has been drawn online if the inferential item is responded to just as fast
as explicitly stated information. This is known as a facilitation effect. See Chapter 2 for

discussion of current inferential assessment tools.

1.1.1.2. The Constructionist Theory

The Constructionist Theory, proposed by Graesser et al. (1994) has three critical

assumptions:

L. The reader goal assumption - the reader will attempt to construct a
situational model of the text that addresses their specific goals.
2. The coherence assumption - the reader will attempt to construct a situational

model that is both locally and globally coherent.
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3. The explanation assumption — the reader will attempt to construct a
situational model that explains why particular events and actions have

occurred.

As can be seen from Table 1.1., Graesser et al. (1994) propose three general classes of
inferences: coherence inferences, elaborative inferences, and pragmatic communicative
exchange inferences. Based on the three assumptions outlined above the Constructionist
Theory predicts that coherence inferences are routinely drawn online whereas
elaborative and pragmatic communicative exchange inferences are drawn offline. These
predictions were supported by Graesser et al. (1994) using a three-pronged method,
combining verbal protocols (think-aloud and question-answering, question-asking tasks),
timed behavioural measures (reading speeds, response latencies on naming and lexical
decision tasks) and theoretical predictions. The Constructionist Theory acknowledges
that there will be exceptions to these predictions. For instance, if the reader’s goal is
simply to proofread, as opposed to comprehend the text; they are unlikely to be seeking
coherence or explanations. Moreover, whilst, for the sake of simplicity, Graesser et al.
(1994) make a dichotomous distinction between online and offline inferences, they

recognise that in reality the online-offline nature of inferences will run on a continuum.

1.1.1.2.1. Coherence Inferences

Coherence inferences are those that form a link between ideas both explicitly stated in
the text and those that can be implied. Typically, this requires the activation and
integration of background knowledge from long-term memory. As can be seen from
Table 1.1., according to Graesser et al. (1994), a number of inferences fall into this
category: Referential, Case Structure Role Assignment, Causal Antecedent,
Superordinate Goal, Thematic, and Character Emotional Reaction. The most commonly
researched coherence inference is the causal antecedent inference which bridges two

ideas or concepts together.

‘Jack wanted a cup of'tea, but there was no milk. Jack put on his coat and headed to

’

the shop. ’

To understand why Jack headed to the shop it is necessary to link the second sentence
with the first by inferring that Jack was going to the shop to buy some milk. To do this

the reader must first activate the mediating idea that shops sell milk from their
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background knowledge. Without this link, the two sentences would appear unrelated

and incoherent.

Coherence inferences are consistently found to be drawn online (e.g. Bowyer-Crane &
Snowling, 2010; Bloom, Fletcher, van den Broek, Reitz, & Shapiro, 1990; Casteel,
1993; Ford & Milosky, 2008; Kim et al., 2012; Long, Seely, & Oppy, 1996; Prat et al.,
2011; Suh & Trabasso, 1993; Virtue et al., 2006; 2008). Specifically, the knowledge
needed for coherence inferences is thought to be automatically activated via associative
mechanisms and have strong and numerous connections to other nodes within the model.
In addition, the Constructionist Theory suggests that constructionist processes may
heighten the strength of a connection if it provides coherence or an explanation.
Therefore, when iteration occurs the coherence inference is strongly activated and

quickly integrated into the situational model (within 400ms).

1.1.1.2.2. Elaborative inferences

As can be seen from Table 1.1., a number of inference types are classified as
elaborative: Causal Consequence, Instantiation of Noun Category, Instrument,
Subordinate Goal-Action, and Static. Like coherence inferences, the generation of
elaborative inferences is dependent on the activation and integration of background

knowledge from long-term memory.

“The young girl was dusting when a huge wolfcrept up behind her. As the girl turned

around the wolfsnarled and let out a terrifying howl. ”

The reader could generate numerous elaborative inferences from the text above. For
instance, it could be inferred that the wolfis going to eat the girl (causal consequence),
the girl was dusting with a cloth (instrumental), or the wolf has big sharp teeth (static).
Whilst these inferences serve to enrich the text, they are not necessary for coherence.
Moreover, as is often the case, that due to limited contextual constraints these inferences
are not certain - e.g. the girl could be dusting with a feather duster, old rag, or even
teddy bear. Due to limited working memory capacity, it is unlikely that the reader could
generate and maintain all possible elaborative inferences whilst reading without
overloading working memory (Baddeley, 1986; Just & Carpenter, 1992). Even if they
could, this would likely be an inefficient use of resources as, due to multiple
possibilities, as the text unfolds the explanations are likely to be revealed as erronecous

(e.g. Albrecht, O’Brien, Mason, & Myers, 1995; Calvo et al., 2006). This is supported
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by the Schmalhofer et al. (2002) model of discourse processing, which - developed
within Kintsch’s Construction-Integration model (Kintsch, 1988; 1998) - suggests that
coherence and elaborative inference generation result from the same construction
processes, but differ at the point of integration. Specifically, whilst coherence inferences
are confirmed by the text and thus integrated, due to multiple possibilities, elaborative
inferences are not. The Constructionist Theory (Graesser et al., 1994) predicts that
elaborative inferences will be drawn offline (coherence assumption). There is a large
body of research supporting this, such that, typically, a facilitation effect is only
observed for elaborative inferences after a time interval of 800ms - 1250ms (e.g. Calvo
& Castillo, 2001a; 2001b; Calvo et al., 2006; Campion & Rossi, 2001; Long & Golding,
1993).

The Constructionist Theory (Graesser et al., 1994) suggests that constraining the context
and thus minimising the number of plausible predictive inferences allows for the online
generation of predictive inferences, however, as there are significantly fewer
alternatives to forecast and thus working memory is not overloaded. This is supported
by a number of studies finding that elaborative inferences are generated online when the
stimuli used results in possibilities that are highly constrained by the text and/or
knowledge needed to generate the elaborate inference is readily accessible (Calvo,
2000; Calvo, Castillo & Estevez, 1999; Jin et al., 2009; Klin, Guzman, & Levine, 1999;
Cook et al., 2001; Till, Mross, & Kintsch, 1988; Van Berkum, Brown, Zwitserlood,
Kooijman, & Hagoort, 2005; Weingartner, Guzman, Levine, & Klin, 2003). Similarly,
Virtue et al. (2008) have shown that predictability underpins the neural processing
engaged in, such that highly constrained text results in a qualitatively different process
to less constrained text. This led Virtue et al. (2008) to conclude that individuals only

generate inferences when textual constraints are low when they are forced to do so.

Some studies have found facilitation effects for elaborative inferences after time
intervals of 500ms or less without a highly-constrained context (e.g. Cook et al., 2001;
Peracchi & O'Brien, 2004). These studies typically employ a self-paced reading
methodology - through a series of button presses, the participant moves through the text
at their own speed. It is argued that when a self-paced methodology is used the reader is
able to anticipate when the test item will appear and predict what the intended
elaborative inference will be (Calvo et al., 2006; Keenan, Baillet, & Brown, 1984).
Consequently, participants are able to engage in the strategic processing needed to

generate this inference before moving onto the test item. Therefore, by the time the test
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item is presented the reader has already activated the information needed to respond
correctly. Elaborative inference items may appear to be responded to just as fast as
coherence and literal items, but the elaborative inferential processing may actually be

occurring offline.

Facilitation effects have been observed for elaborative inferences after time intervals of
400ms or less, even when anticipation effects have been controlled for using a Rapid
Serial Visual Presentation methodology - see Chapter 2 (e.g. Fincher-Kiefer, 1995;
1996; Keefe & McDaniel, 1993; McKoon & Ratcliff, 1986, 1989). Whilst at first this
appears contradictory, the level to which an inference is encoded must be considered.
Skilled models ofreading comprehension suggest that the knowledge activation process
is dumb (e.g. Kintsch, 1998). Subsequently, initially, knowledge needed for the
generation of a range of elaborative inferences may be activated, but only minimally -
i.e. low activation levels, limited connections. After several cycles of spreading
activation, these nodes are likely to be pruned and thus not be integrated into the final
situational model. In this way, whilst reading, an elaborative inference can be activated
but only minimally encoded into the situational model. Facilitation effects for
elaborative inferences after a time interval of 400ms or less may thus reflect inferences
that have been minimally activated, but during the process of integration have not been
encoded into the situational model, such that when tested after longer time intervals,

integration has begun and a facilitation effect is no longer observed.

In sum, numerous inference types exist with most of these falling within either the
coherence inference category or elaborative inference category. Coherence inferences
are thought to be generated with minimal effort due to the automatic activation of the
necessary knowledge and strong and multiple links to other ideas and knowledge. For
the most part, elaborative inferences are thought to be generated offline, such that whilst
the necessary knowledge may be activated initially, due to multiple possibilities that are
not constrained by the text, this knowledge is quickly pruned from the model, meaning
the target elaborative inference must be drawn with strategic effort after reading. If a
highly constraining context is presented, meaning few possibilities are likely, and/or
knowledge needed is readily accessible elaborative inferences may also be generated
online. Similarly, it is possible that elaborative inferences are minimally activated when
reading, but through the process of integration are lost due to weak activation levels.
These factors must be key considerations when assessing the generation of elaborative

inferences.
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1.1.2. The Development ofInference Generation Abilities

When exploring age-related changes this thesis refers to two types of development,
quantitative and qualitative. Quantitative development refers to changes in quantity - i.e.
increases or decreases in a particular skill. For example, if adults read critical texts
faster than CYP this would be described as a quantitative change. Qualitative
development, on the other hand, refers to different patterns across groups. For example,
if, regardless of differences in speed, CYP generated coherence and elaborative
inferences offline, whereas adults generated coherence and elaborative inferences online
this would be described as a qualitative change. Research finds that inference generation
skill quantitatively improves with age, with adults displaying superior inference
generation abilities compared to CYP (e.g. Ackerman, 1986, 1988; Barnes, Dennis, &
Haefele-Kalvaitis, 1996; Kendeou, Bohn-Gettler, White & van den Broek, 2008;
Oakhill, Cain, & Bryant, 2003). This may be due to qualitative changes in inference
generation abilities. Research finds that whilst very young children have the ability to
generate inferences from a narrative, they do not do this spontaneously (e.g. Omanson,
Warren & Trabasso, 1978; Paris, Lindauer & Cox, 1977), with the ability to
spontaneously generate inferences whilst reading thought to emerge at approximately 9
years (Casteel, 1993; Casteel & Simpson, 1991; Paris & Lindauer, 1976; Paris et al.,
1977). After 9-10 years, there are thought to be no qualitative developments in the
inference generation time-course. Consistent with the Constructionist Theory, research
utilising online methodologies to explore the inferential time-course of CYP suggests
that, CYP engage in a qualitatively similar process to adults, such that coherence
inferences are generated online and elaborative inferences offline (e.g. Bowyer-Crane &

Snowling, 2010; Casteel, 1993; Ford & Milosky, 2003; 2008).

For instance, Casteel (1993) asked participants to read short texts containing a target
sentence that evoked either a coherence inference, elaborative inference, or no inference
(explicit). Reading speeds of the target sentence were recorded to obtain an online
measure of inference generation. Casteel found that 9 year olds, 11 year olds, 14 year
olds, and adults read sentences requiring a coherence inference slower than sentences
that did not require an inference for understanding - i.e. elaborative and explicit. The
slower reading speed observed for coherence-inference evoking sentences compared to
other sentence types is indicative of the additional cognitive demands needed to
generate an inference. This suggests that CYP as young as 9 years are able to

spontaneously generate coherence inferences whilst reading. However, as will be
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discussed shortly, the texts used by Casteel were not reflective of texts used in the
classroom. Additionally, sample sizes were small comprising ‘average’ readers, only
such that participants were reading at the level expected for their age. It is possible that
those CYP who are not making the expected progress during the Secondary School
years are engaging in a different process to those CYP achieving age-related
expectations. Therefore, inclusion of all typical developers (where typical development
refers to those CYP with no known learning difficulty, performing within 2 standard
deviations of the mean) is key to the development of a comprehensive understanding of

age-related changes in the inference generation time-course.

Whilst research suggests no qualitative developments in the inference generation time-
course after 9-10 years, quantitative improvements have been observed (e.g. Barnes et
al.,, 1996; Casteel & Simpson, 1991; Casteel, 1993). However, the age at which adult-
like performance is achieved is unclear. For instance, Casteel and colleagues found that
adult-like performance is achieved in early adolescence (between 10 and 14 years;
Casteel, 1993; Casteel & Simpson, 1991). Conversely, Barnes et al. (1996) suggest that
the development of inference generation abilities continues to develop throughout
adolescence. Differences could be due to the complexity of stimuli used, such that
whilst Casteel and colleagues employed short texts (the texts used by Casteel (1993) are
just four sentences long) Bames et al. (1996) employed longer texts, more indicative of
texts used in the classroom. Therefore, basic inference generation skills may reach
adult-like levels at an early age, but other factors such as distance between information
to be integrated and syntactic complexity may determine how successfully inference
generation skills can be applied (Duffy & Rayner, 1990; Ehrlich & Rayner, 1983;
German & Nichols, 2003). Moreover, whilst Casteel and colleagues used yes or no
questions, Bames et al. (1996) used open-ended questions. Cain and Oakhill (2006b)
suggest that yes or no questions are easier than open-ended questions since when
answering a yes or no question the inference is explicitly stated. In addition, Bames et al.
(1996) primed the knowledge needed to successfully generate the target inferences to
control for knowledge. The results of Bames et al. may reflect a different process to that

employed when reading naturally.

In sum, those studies that have explored inference generation at different points during
adolescence, are inconsistent, with adult-like performance being achieved at different
ages in different studies. This may be due to methodological differences. Research

converges to suggest quantitative gains in inference generation abilities between
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childhood and adulthood, but no qualitative differences after 9-10 years. Current
research is largely limited to ‘average’ readers, however. Therefore, those CYP who are
making slower than expected progress during the Secondary School years are not
currently represented. Further research exploring age-related changes in the inference
generation abilities of an adolescent sample reflective of the current typical UK school-

aged population is needed.
1.2. Learning from Fiction: Counterfactual-World Inference Generation

To be successful in the classroom, and beyond, CYP must be able to engage with not
just non-fiction texts, but fictional resources too. Fictional texts are central to the
enrichment and reinforcement of subject knowledge. For example, CYP may learn
about historical events by reading texts such as ‘Goodnight Mr Tom’ (Magorian, 1981).
CYP may learn about and reinforce their understanding of difficult scientific concepts
that often require ‘what if thinking by engaging with text-based materials such as ‘The
Sarah Jane Adventures’ (bbc bitesize, 2014; Chandrasekharan & Nersessian, 2007),
with teachers advocating the use of science fiction texts in the classroom to encourage
scientific thinking (Dubeck, Bruce, Schmuckler, Moshier, & Boss, 1990). Fictional
texts, particularly fantasy and science-fiction texts are often read for pleasure by CYP
(Clark & Foster, 2005; Clark & Rumbold, 2006; Zirinksky & Rau, 2001). Reading for
pleasure allows for the practice and development of sophisticated comprehension skills,
with positive correlations observed between reading habits and ability to comprehend

complex texts (Cain & Oakhill, 2011; Moje et al., 2008 Cipielewski & Stanovich, 1997).

Fictional texts can present ideas, and thus require a level of understanding, that runs
counter to actual events and/or an individual’s real-world knowledge. Subsequently, a
counterfactual-world inference is needed. A counterfactual-world inference is an
inference drawn from information that violates real-world knowledge. It has been
argued that there are two types of counterfactual-world information: plausible and
implausible (e.g. Johnson-Laird & Byrne, 2002; McMullen & Markman, 2002).
Plausible counterfactual-world information includes “if only” statements (e.g. “if only I
hadn’t missed the bus, I wouldn’t have been late for work™) and are also known as
‘hypothetical’. Implausible counterfactual-world information includes information that
attempts to manipulate physical laws such as time - i.e. events that would be impossible
in the real-world (Byrne, 2007; Zwaan, Langston, & Graesser, 1995). Implausible

counterfactual-world information is thought to be more difficult to process than
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plausible counterfactual-world information (e.g. Kulakova, Aichhom, Schurz,
Kronbichler, & Pemer, 2013; Zwaan et al., 1995). However, perhaps due to their
commonality, fairy-tales and the events within them - i.e. talking animals - although
impossible in the real-world are thought of as plausible counterfactual-world
information (e.g. Zwaan et al., 1995). Counterfactual-world plausibility is thus best
considered on a scale, with completely implausible information at one end, very
plausible information at the other, and the information in most fairy-tales and fantasy

texts falling somewhere in the middle.

Counterfactual-world inferences, particularly those generated from implausible
information, may require the reader to integrate two ideas that would not normally be
connected and may share a connection within the book that is impossible in the real-
world. It is important to understand (a) how real-world inferences are generated when
presented in a counterfactual-world context and (b) how counterfactual-world
inferences are generated in fantasy and fiction texts. Exploration of (a) is important as
information regarding cultural, political, and historical climates may be inferred from
fantasy and fiction texts. Moreover, information regarding scientific processes may be
inferred from science-fiction texts. Exploration of (b) is important as the counterfactual-
world inference generation process may differ from the real-world inference generation
process. Understanding how real-world and counterfactual-world inferential processes
differ and the additional challenges counterfactual-world inferences present is essential
to providing recommendations for the promotion of these inferences in the classroom.
This section explores counterfactual-world inference generation by drawing upon not
only research specifically exploring counterfactual-world inference generation, but also
research exploring counterfactual-world text processing and counterfactual-world

reasoning.

1.2.1. Counterfactual-World Text Processing
Research exploring counterfactual-world processing routinely finds that counterfactual-
world processing results from a different, more demanding process than real-world
processing (e.g. Ferguson, 2012; Ferguson & Sanford, 2008; Ferguson, Sanford &
Leuthold, 2008; Kulakova et al., 2013; Robinson & Beck, 2000). Specifically,
counterfactual-world processing is thought to result in the representation of both the
actual (real-world) and the alternate (counterfactual-world) state of events (Johnson-

Laird & Byme, 2002; Kulakova et al., 2013). To prevent confusion between what is real
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and what is not, it is argued that the individual dissociates real-world and
counterfactual-world information by constructing at least two mental models: real-world
and counterfactual-world (Byrne, 2007). Some argue that the models are represented
simultaneously (see the Mental Model Theory, Johnson-Laird & Byrne, 2002). Others
argue that the models are created and represented sequentially (see the Suppositional
Theory; Evans, Over & Handley, 2002). Regardless of when the two models are
represented, Roese, Sanna, & Galinsky, (2005) argue that if the counterfactual-world is
to be fully comprehended, the two models must be compared at some point. The real-
world information, though, is likely to directly contrast with the counterfactual-world
information, resulting in conflict, which must be resolved if the counterfactual-world is
to be processed successfully (e.g. Byrne, 2007; Ferguson, 2012). This effect will be

referred to as real-world interference.

When recalling a counterfactual-world text participants are found to exhibit real-world
interference, such that they recall information consistent with real-world knowledge
rather than the text (Ceci, Caves, & Howe, 1981; Dorfman, 1989; Dorfman & Brewer,
1988). For instance, Ceci et al. (1981) found interference effects when participants
recalled a counterfactual-world text a week after hearing. However, they did not find
interference effects when texts were recalled after an immediate delay. This suggests
interference may not be present whilst reading counterfactual-world texts, or at least not
at the same level. As highlighted by Bartlett’s (1932) seminal study, the texts
individuals read and hear are argued to be stored within existing real-world schemas,
such that recall reflects participants’ beliefs and experiences more so than the original
text. It may thus be the storage process that results in interference, not comprehension.
Additionally, recall measures are subject to conscious construction processes that do not
operate whilst reading (see Chapter 2 for a full discussion). The participant may thus
consciously evaluate any real-world violations when recalling a text, although these

violations may not have been considered when reading.

Many choose to read fantasy and fiction texts for pleasure (e.g. Clark & Foster, 2005).
If the processing of counterfactual-world text was cognitively taxing due to the need to
continuously resolve conflict experienced due to real-world interference it is unlikely
that these texts would be so popular, it is even less likely that readers would report an
immersion into the fantasy world (Green & Brock, 2000). Those studies suggesting that
readers experience disruption due to real-world interference may not reflect the natural

online reading process. Some suggest that when reading naturally, counterfactual-world
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text comprehension does not require the comparison of real-world and counterfactual-
world models that counterfactual-world reasoning does (Gilbert, Krull, & Malone,
1990; Markman & McMullen, 2003; 2005; McMullen, 1997, McMullen & Markman,
2000; Rader & Sloutsky, 2002). This is supported by a growing body of research that
employs online methods such as reading speeds, tracking of eye movements and brain-

imaging to explore counterfactual-world text processing.

Recent research suggests that when processing counterfactual-world texts, some initial
real-world interference may be experienced, as the reader sets up a counterfactual-world
model, however, once the counterfactual-world model is set up, the conflict experienced
is quickly accommodated (e.g. Ferguson, 2012; Hald, Stennbeek-Planting & Hagoort,
2007; Warren, McConnell & Raynor, 2008). For instance, Ferguson (2012) employed
measures of eye movements to explore the representation of the plausible
counterfactual-world mental model whilst reading. Participants read critical sentences
that were preceded by either a sentence providing a counterfactual-world context or a
sentence providing a real-world context. Within each critical text was a critical word
that was either consistent or inconsistent with the preceding context. This created four
conditions: 1) real-world consistent, 2) counterfactual-world consistent, 3)
counterfactual-world inconsistent and 4) real-world inconsistent. See Table 1.2. for
example stimuli. Eye movements and reading speeds were recorded. Reading speeds of
the critical word were found to be longer in the counterfactual-world consistent
condition compared to all other conditions. This suggests some form of additional
processing and possible disruption. However, regressive eye movements were
significantly higher upon encountering the critical word in the counterfactual-world
inconsistent condition compared to counterfactual-world consistent condition and real-
world inconsistent condition. Ferguson suggests that participants did not regress back to
the critical word in the counterfactual-world consistent condition as the additional
reading time was used to set up a counterfactual-world model, upon which new

counterfactual-world information can be directly mapped.
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Table 1.2. Example Stimulifrom Ferguson (2012), showing regions o fanalysis

Factualconsistent
Because Joanne had remembered her umbrella,] j she had avoided the rain."l By the time she arrived at school Joanne’ hair
waspr. ,nn.ad drycriacil and somepost.critkal| of her friends laughed.

Factual inconsistent
Because Joanne had remembered her umbrella,] [ she had avoided the rain.j Bv the time she arrived at school Joanne’s hair
wasp«cnneail wer,,tuall and somep”t*iti*l ot her friends laughed*,”,,]|

Counterfactual consistent
IfJoanne had remembered her umbrella,] | she would have avoided the rakioj By the time she arrived at school Joanne’s hair
waSpre-crincail Weti,y,3e,, and somepO8t.critical| ot her friends laughed” rapHl,|

Counterflactualin consistent
IfJoanne had remembered her umbrella,] | she would have avoided the rain.j| By the time she arrived at school Joanne’s hair
waspr, drycritka]! and some*,,,*,,,! of her friends laughed.wipHUp|

Research has found that the strength of preceding context mediates the level of
interference faced, with stronger (i.e. longer or explicit) contexts resulting in less
interference - i.e. immediate accommodation - and weaker contexts resulting in
accommodation after a delay (e.g. Nieuwland, 2013; Nieuwland & Martin, 2012;
Niewland & van Berkum, 2006). For instance, Nieuwland and van Berkum (2006)
explored the processing of implausible counterfactual-world information in
counterfactual-world contexts and real-world contexts in two ERP experiments. They
used stories in which inanimate objects experienced human emotions and engaged in
human actions (e.g. falling in love, dancing). They found that anomaly effects (N400
effects) were observed for implausible information in a real-world context, but not
implausible information in a counterfactual-world context. The critical word in
Nieuwland and van Berkum’s (2006) study was presented to participants alongside the
predicate that made the inanimate object animate four times before it is presented as the
critical text. It is likely, then, that this facilitated the set-up of a counterfactual-world

model before the critical text was encountered, resulting in minimal interference effects.

It appears that counterfactual-world models can also be stored and become part of the
reader’s knowledge-base, supporting later counterfactual-world text processing. Filik
and colleagues explored counterfactual-world text processing using fictional, but
familiar scenarios (e.g. Harry Potter, Tom & Jerry) - see Table 1.3. for example stimuli.
Whilst the nature of the scenarios used by Filik and colleagues was implausible (e.g.
magic, talking animals), the characters were already known to participants, with most
participants having expectations about characters’ behaviours and actions. Filik and
colleagues found minimal real-world interference for counterfactual-world critical texts
in counterfactual-world contexts, such that the fixation on the critical world, indicative
of counterfactual-world mental model construction, was not observed (Filik, 2008; Filik

& Leuthold, 2008; 2013). Interference was observed in counterfactual-world conditions
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when characters did not behave in the way expected, however. This suggests that
additional set-up time was not needed initially as the participants already possessed the

counterfactual-world model needed.

Filik and colleagues also found that anomalies were more easily accommodated for
fictional characters in the counterfactual-world inconsistent condition than real-world
characters in the real-world inconsistent condition. This suggests that the
counterfactual-world models possessed by participants were more flexible than the real-
world models, such that fewer constraints were placed on the characters observed (Filik,

2008; Filik & Leuthold, 2008; 2013).

Table 1.3. Example Stimulifor Filik & Leuthold (2013)

Condition Example
Counterfactual-World Consistent The Incredible Hulk was annoyed at the traffic in front of him.
The angry man picked up the lorry and continued on his way.
Counterfactual-World Inconsistent Shaggy was annoyed at the traffic in front of him. The angry man
picked up the lorry and continued on his way.
Real-World Inconsistent Terry was annoyed at the traffic in front of him. The angry man

picked up the lorry and continued on his way.

In sum, it appears that when reading counterfactual-world texts some initial real-world
interference may be experienced as the reader sets up a counterfactual-world model.
However, the counterfactual-world model is then used to map incoming counterfactual-
world information onto, meaning disruption is minimal. Research suggests that
counterfactual-world models can be stored in the reader’s knowledge-base allowing the
reader to process new text, set within the counterfactual-world, without the additional
set-up costs. The research discussed above largely focused on literal understanding,
however. Research exploring counterfactual-world inference generation appears
inconsistent. However, as discussed next, the differences observed may reflect age-

related changes in counterfactual-world inference generation processing.

1.2.2. The Development o f Counterfactual-World Inference Generation

Research exploring the development of implausible counterfactual-world inference
generation suggests that rather than developing with age, the ability to generate
implausible counterfactual-world inferences declines with age (Ceci et al.,, 1981;
Dorfman, 1989; Dorfman & Brewer, 1988). Dorfman and colleagues found that adults

displayed more difficulty when generating counterfactual-world inferences than CYP.
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CYP aged 7-8 years, 9-10 years, 11-12 years, and adults were asked to read known and
novel fables. Participants were then asked to explain the point or moral of the fable - i.e.
generate a thematic inference. Adults struggled to generate the thematic inference when
it was inconsistent with their real-world knowledge more so than CYP, with a negative
relationship observed between the strength of the necessary knowledge-base and ability
to draw thematic inferences from information that violated said knowledge-base.
However, offline measures of inference generation were employed. As discussed above,
measures of counterfactual-world processing taken after reading may overestimate the

real-world interference faced whilst reading.

Bowyer-Crane and Snowling (2010) used a timed sentence verification task (SVT) to
compare children’s ability to draw inferences from real-world stories with their ability
to draw inferences from fairy stories. Thirty-nine 9-10 year olds were asked to read real-
world and fairy stories. Bowyer-Crane and Snowling (2010) found that accuracy of
inference generation for both coherence and elaborative inferences did not differ in the
real-world and fairy story conditions, suggesting CYP do not find it more difficult to
generate inferences based on counterfactual information. However, response times were
significantly faster in the real-world compared with the fairy stories condition,
suggesting that whilst CYP are able to generate counterfactual-world and real-world
inferences with equal ease, they find the process of counterfactual inference generation
more taxing than the generation of real-world inferences. However, in both the real-
wold and fairy story condition, coherence inference items were responded to as fast as
literal items and faster than elaborative inference items. This suggests coherence
inferences are generated online and elaborative inferences offline, regardless of

plausibility of the information.

Graesser, Kassler, Kreuz and McLain-Allen (1998) asked adults to read fantasy texts.
After each text, participants completed an SVT with sentences reflecting four
conditions: (1) real-world literal, (2) counterfactual-world literal, (3) real-world
inference, (4) counterfactual-world inference. Response times were recorded. Reading
speed of the whole passage was also recorded. Participants also completed a test battery
assessing literacy expertise, reading skill, reading time and working memory. Whilst all
adults struggled with counterfactual-world inference statements, those with higher
levels of literacy expertise were able to successfully draw these counterfactual-world
inferences, but only when they reduced their reading speed. All participants showed an

advantage for real-world rather than counterfactual-world inference generation on the
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SVT. Moreover, all adults took much longer to make the true or false decision when
confronted with counterfactual-world inferences. Taken together these results suggest
that the counterfactual inferences may be generated offline, due to their more taxing

nature.

Despite both using a timed SVT the results of Bowyer-Crane and Snowling (2010) and
Graesser et al. (1998) appear to directly conflict. Bowyer-Crane and Snowling suggest
that CYP are able to generate counterfactual-world inferences with ease such that
coherence inferences can be generated online, wherecas Graesser et al. suggest that
adults find counterfactual-world inference generation so difficult all inferences are
generated offline. Counterfactual-world inference generation thus appears to be harder
for adults than children. Moreover, the differing patterns of counterfactual-world
inference generation suggest that children and adults engage in qualitatively different
processes when generating counterfactual-world inferences. Research exploring the
processing underpinning the development of counterfactual-world reasoning may

provide an explanation for the possible conceptual shift observed.

Due to inconsistent findings regarding the development of counterfactual-world
reasoning, Rafetseder and colleagues sought to explore the development of
counterfactual-world reasoning and the processes underpinning this in CYP aged 6
years to adulthood (Rafetseder, Schwitalla, & Pemer, 2013; Rafetseder, Cristi-Vargas,

& Pemer, 2010). Participants were presented with story worlds like the example below:

Carol came home and did not take her dirty shoes off, and she made thefloor dirty with

her shoes. Max thenfollowed Carol across the cleanfloor in his muddy shoes.
Q: If Carol had taken her shoes off would thefloor be dirty or clean?

If the second sentence is not included, the question can be answered correctly using
basic conditional reasoning only - i.e. someone takes their shoes off, floors generally
stay clean. If the second sentence is included, though, basic conditional reasoning
results in the incorrect answer. Subsequently, counterfactual-world reasoning must be
employed for the correct answer to be given. Stories were acted out using small props
and read to participants. Participants were then asked questions about the story worlds
that required either basic conditional reasoning or counterfactual-world reasoning.
Results show all groups performed well on the questions requiring only basic

conditional reasoning. However, for counterfactual-world reasoning adult-like
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performance was only observed in the 13-15 year olds. Performance did significantly
improve between 5-6 years, 7-10 years, 9-11 years, and 13-15 years, however. Taken
together, it appears counterfactual-world reasoning abilities develop throughout
childhood and into adolescence, such that they are not fully developed (i.e. to an adult-
like level) until around 13-15 years, when CYP shift from basic reasoning to

counterfactual-world reasoning.

Raefetseder et al. (2010; 2013) suggest that basic conditional reasoning requires the
construction ofjust one representation - i.e. the real-state of events or imagined state of
events. Van Reet, Pinkham, & Lillard, (2007) suggest that young children may create
just one mental model when processing counterfactual-world information - i.e.,
engaging in pretend play. If children are only constructing one mental model, a
counterfactual-world model, when reading they will face less real-world interference
than those CYP and adults who are constructing both a counterfactual-world model and
a conflicting real-world model. The construction of only one mental model also explains
the ease with which children are able to engage in other activities requiring
counterfactual-world processing - e.g. pretend play (Currie, 1998; Harris & Kavanaugh,
1993; Jarrold, Carruthers, Smith, & Boucher, 1994; Riggs & Peterson, 2000). In
addition to employing different processing strategies, Rafetseder et al. (2010) suggest
the information contained within the counterfactual-world mental models constructed
by CYP may differ to those constructed by adults. Specifically, Rafetseder et al. (2010)
have shown that there is a lack of consistency between what adults and children believe
should be changed. Less consistency was also observed between the children about
what needs to be changed. This suggests children are more flexible and adults more
rigid when manipulating real-world states. This may explain the conceptual shift
observed in counterfactual-world inference generation. Whilst children create
counterfactual-worlds where anything is possible, adults may change only one event at a
time as the text necessitates. Therefore, adults may have to deal with conflict each time

a counterfactual-world event is encountered.

Research exploring counterfactual-world text processing suggests that adults may also
be able to create flexible models, however. Filik (2013) found that anomalies were more
easily accommodated for fictional characters than real-world characters. This suggests
that counterfactual-world contexts are more flexible than real-world contexts - i.e.
readers are more accepting of atypical information when processing fantasy information.

This may be because when reading counterfactual-world texts some argue that readers
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actively suspend disbelief - i.e. “the impossible becomes possible” (Warren et al.,
2008). This is supported by Huang and Gordon (2011) who suggest that readers are able
to determine whether a text is fictional or non-fictional and then employ different
processing strategies accordingly. If so, then adults would also be expected to engage
with counterfactual-world inference generation with the same ease as children. This is
supported by the growing body of research utilising online methods to explore
counterfactual-world text processing in adults, such that, as discussed above, adults
appear to be able to quickly accommodate disruption experienced due to real-world
interference when processing counterfactual-world texts (e.g. Ferguson, 2012; Hald et

al., 2007; Warren et al., 2008).

At present there is no one study exploring the developmental trajectory of implausible
counterfactual-world inference generation, within a story context, in CYP and adults
using the same methodology. As a result, the differences observed between adults and
CYP could be attributable to methodological discrepancies, as opposed to a conceptual
shift. Bowyer-Crane and Snowling used short, simple texts suitable for 9 year olds (114-
144 words long, with readability ratings of seven years and four months or less)
whereas Graesser et al. used longer, more complex texts (609-763 words long, with
readability ratings ranging from approximately 20-40 years). It has been argued that
complex texts are often processed at a surface-level, rather than a deep level (Baker,
1979; Glenberg, Wilkinson, & Epstein, 1982). Whilst this allows the individual to feel
they have comprehended the text, it is argued that the representation created is ignorant
to any discrepancies between the text and the reader’s real-world knowledge (Markman,
1979; Otero & Campanario, 1990; Vosniadou, Pearson, & Rogers, 1988). Therefore, the
difficulty experienced by adults could be reflective of the complex texts they were
asked to read as opposed to the processes underpinning counterfactual-world inference
generation. However, this is unlikely given that real-world texts were of similar
difficulty. It is possible, though, that the complexity of the text affected counterfactual-
world inference generation abilities, more so than real-world inference generation

abilities.

Second, whilst Bowyer-Crane and Snowling (2010) employed an almost immediate
time interval (500ms) between the presentation of the critical text and SVT, Graesser et
al. (1998) did not present the SVT until the end of each chapter. Therefore, the time
interval between critical text and test item was longer than that employed by Bowyer-

Crane and Snowling and inconsistent across texts. Research suggests that as the time
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interval increases so does the probability of the inference being judged against real-
world knowledge (Singer, 1994). Therefore, adults may have faced more real-world

interference than CYP when validating counterfactual-world inferences.

Third, research shows that for real-world information coherence inferences are
generated online whereas elaborative inferences are not (Calvo & Castillo, 1996; 1998;
2001a; 2001b; Calvo et al., 2006; Casteel, 1993; Casteel & Simpson, 1991; Long,
Golding, & Graesser, 1992; Magliano, Baggett, Johnson, & Graesser, 1993; Millis &
Grasser, 1994). This is the pattern of results observed by Bowyer-Crane and Snowling
(2010) for counterfactual-world information. Whilst Bowyer-Crane and Snowling
specify the types of inferences explored, Graesser et al. (1998) do not. It is possible that
a) the inferences explored by Graesser et al. were predominantly elaborative inferences
or b) the lack of discrimination between coherence and elaborative inferences resulted
in skewed results. However, the timed-SVT is not a true measure of online inference
generation (see Chapter 2). Therefore, further research using true online measures such

as reading speeds and tracking of eye movements needed.

Finally, Bowyer-Crane and Snowling (2010) used fairy tales in the counterfactual-world
condition, conversely, Graesser et al. (1998) used texts that violated the laws of time
and space. The processing of counterfactual-world information within fairy tales is
thought to be less demanding than less familiar implausible information (Zwaan et
al.,1995). The counterfactual-world information processed by adults may have been
more difficult than that processed by children. It is unclear if adults would still display
as much difficulty generating counterfactual-world inferences if given shorter, simpler
texts comprising more plausible counterfactual-world information, with exploration and

comparison of coherence and elaborative inferences using online methods.

In sum, counterfactual-world processing appears to be qualitatively different for adults
and children with a conceptual shift in processing occurring during adolescence.
Specifically, whilst children may adopt a basic conditional reasoning strategy, such that
they construct only one mental model, older CYP and adults may adopt a more complex
counterfactual-world reasoning strategy, such that they construct and compare two
models. However, at present, due to limited research utilising more than one age group,
it is unclear if the differences in counterfactual-world inference generation abilities are

due to methodological differences between those studies exploring adults and CYP or a
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conceptual shift in processing. Further research exploring the developmental trajectory

of counterfactual-world inference generation in CYP and adults is, therefore, needed.

1.3. Components of Inference Generation

Inference generation is a multi-faceted skill resulting from the interaction of several
processes. Exploration of the underlying process of inference generation is key to
informing educational recommendations and the design of specific targeted
interventions. This section outlines the neurological basis of inference generation and
then discusses those skills central to real-world and counterfactual-world inference

generation during adolescence.

1.3.1. Neurological Basis ofInference Generation

Inference generation appears to be a distinct skill, resulting from unique processing,
above and beyond that associated with literal comprehension (e.g. Ferstl, Neumann,
Bogler, & von Cramon, 2008; Ferstl, Rinck, & von Cramon, 2005; Ferstl, & von
Cramon, 2001; Kim et al., 2012; Kuperberg, Lakshmanan, Caplan, & Holcomb, 2006;
Prat et al., 2011; Prat & Just, 2010; Prat, Keller, & Just, 2007; Virtue et al., 2006; 2008).
It is possible, then, that the developmental trajectory of inference generation differs to
that of reading comprehension. Specific and additional teaching of inference generation
skills may be needed. Distinct patterns of brain activations are also observed for
coherence and elaborative inferences, suggesting that different strategies and
interventions may be needed to support the different inference types (Beeman, Bowden,
Gemsbacher, 2000; Chow, Kaup, Raabe, & Greenlee, 2008; Jin et al., 2009; Virtue &
van den Broek, 2005). For coherence inferences, the left hemisphere is strongly
activated, with the superior temporal gyrus initially activated, followed by the inferior
frontal gyrus at the coherence break (e.g. Jung-Beeman, 2005; Mason & Just, 2004;
Virtue et al., 2006). Activation of the superior temporal gyrus is associated with skills
such as cognitive mapping and semantic retrieval (Robertson, Gemsbacher, Guidotti,
Robertson, Irwin, Mock, & Campana, 2000; Wagner, Parae-Blagoev, Clark, & Poldrack,
2001). Activation of the inferior frontal gyms is routinely associated with skills such as
inhibitory control - specifically information selection from competing alternatives - and
language and semantic processing (Barch, Braver, Sabb, & Noll, 2000; Seger, Desmond,
Glover, & Gabrieli, 2000). Consistent with behavioural research, neuroimaging research
thus suggests that for coherence inferences, knowledge is activated whilst reading and

then, at the point of a coherence break, selection processes operate to isolate the
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necessary knowledge and integrate this with the text and/or related knowledge (e.g.

Schmalhofer et al., 2002).

For elaborative inferences, the right hemisphere is strongly activated, with the superior
temporal sulcus and the inferior frontal gyrus routinely activated (Chow et al., 2008; Jin
et al., 2009). Chow et al. (2008) argue that knowledge activation during the elaborative
inference generation process is controlled by top-down processes similar to those
implicated in selected semantic retrieval, evidenced by the activation of the inferior
frontal gyrus and superior temporal sulcus (Wagner et al., 2001; Barch et al., 2000;
Thompson-Schill, D'Esposito, Aguirre, & Farah, 1997). Similar to coherence inference
generation, relevant knowledge is then integrated with the text and other knowledge to
generate an inference. Therefore, whilst the processes underpinning coherence and
elaborative inference generation are the same or similar, their time-course may differ.
The knowledge activation process may also differ, such that it is more of a conscious,
guided process when generating elaborative inferences compared to coherence
inferences. This is supported by the hemispheric differences, such that Virtue and Joss
(2012) suggest that the right hemisphere, heavily implicated in elaborative, but not
coherence inference generation, is utilised when the language resources of the left
hemisphere have been exhausted. Whilst inference generation is a multifaceted skill (e.g.
Virtue et al., 2006), exploration of all of these skills is beyond the scope of this thesis.
Therefore, given their importance and possible different roles in both coherence and
elaborative inference generation, this thesis focuses on the role of knowledge activation

and inhibitory control.

1.3.2. Knowledge

For both adults and CYP, those with high topic knowledge generate more inferences on
texts relating to said topic than those with low topic knowledge, regardless of IQ (Birch
& Bloom, 2004; Tarchi, 2010, 2012). The knowledge a reader possesses thus
determines the inferences they can generate, such that if the necessary knowledge is not
possessed by the reader, the target inference cannot be generated. Graesser et al. (1994)
argue that background knowledge and the inferences this facilitates determine the
meaning a reader can derive from a text. For instance, when reading ‘the girl picked up
the bat’ with no supporting context, the reader could derive a meaning related to a piece
of sports equipment or a small animal depending on the knowledge they possess.

General knowledge has been found to improve with age, this may thus explain
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developments in inferential skill (Schroeders, Schipolowski, & Wilhelm, 2015; Thorsen,
Gustafsson & Cliffordson, 2014).

Inference generation, particularly whilst reading, is argued to be an automatic process
(e.g. Graesser et al.,, 1994; Kintsch, 1993; McKoon & Ratcliffe, 1992). Knowledge
accessibility refers to how fast knowledge can be activated (Glucksberg, Brown &
McGlore, 1993). Difficulty rapidly accessing the necessary knowledge has been found
to result in inference generation failure and may explain developments in inference
generation skill during adolescence (Barnes et ah, 1996; Cromley & Azevedo, 2007;
Kintsch, 1994). Barnes et ah (1996) explored how accessibility of knowledge affects
knowledge-based inference generation abilities in CYP aged 6-15years. To account for
the effects of amount of knowledge Barnes et ah asked children to learn facts about a
fictional planet. After controlling for age, Barnes et ah found, in all age groups,
information that could be retrieved quickly was twice as likely to be used when drawing
inferences as information that was more difficult to retrieve. Both inference generation
skill and knowledge accessibility were found to improve with age, despite all groups
possessing the necessary knowledge. Improvements in inference generation between 6-

15 years thus appear to be underpinned by improvements in accessibility of knowledge.

Barnes et ah (1996) found that the role of knowledge accessibility varied according to
inference type. The importance of knowledge accessibility was found to increase for
real-world elaborative inferences, but decline for real-world coherence inferences.
Barnes et ah suggests that this is due to improvements in accessibility of knowledge and
comprehension monitoring. As the CYP develops, they are more likely to detect
coherence breaks whilst reading (Singer & Flavell, 1981). The Constructionist Theory
suggests that readers aim to maintain coherence whilst reading and may engage in a
laborious search of long-term memory if the necessary knowledge is not readily
accessible (Graesser et ah, 1994). Therefore, accessibility of knowledge becomes less
important. However, Barnes et ah primed the necessary knowledge to control for
amount of knowledge. When generating coherence inferences in the Barnes et ah study,
the necessary knowledge, even if not readily accessible, may have been weakly
activated, thus requiring minimal effort to be fully activated. Participants may have thus
freely, and potentially consciously, engaged in this additional processing, knowing that
they would find the knowledge they would need. However, when reading naturally, the
knowledge necessary for coherence inferences is thought to be activated through

associative processing (Cook, Halleran, & O’Brien, 1998; Kintsch, 1988; 1998; van den
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Broek et al., 2005). When not readily available, not wanting to disrupt the reading
process and not sure how laborious of a search will be needed or if this search will be
successful, older readers may not engage in this potentially time-consuming yet
possibly fruitless task. Additionally, Barnes et al. used an offline measure of inference
generation, meaning participants had time to engage in the strategic processing they
may not have engaged in whilst reading. Subsequently, accessibility of knowledge
would be essential to successful real-world coherence inference generation. Further

research into the role of knowledge when reading naturally is warranted.

Much of the difficulty associated with counterfactual-world inference generation is
attributed to the activation of related but contradictory real-world knowledge (Alter,
Oppenheimer Eply, & Eyre, 2007; Byrne, 2002; 2005; 2007; Evans, 2006; Evans et al.,
2005). When building a situational model of the text the reader is thought to activate
related but contradictory real-world knowledge, however, this knowledge may have
stronger and more numerous connections than those nodes associated with a
counterfactual-world interpretation (McNamara & McDaniel, 2004; Zwaan & Truitt,
2000). This is supported by Alvermann, Smith and Readance (1985) who argue that
when the information in the text is incompatible with real-world knowledge it is
unlikely to be used to update the situational model being constructed. Alvermann et al.
(1985) asked all participants to read a text. Prior to this, the required real-world
knowledge was activated for one group - thus increasing the accessibility of that
knowledge. They found when previous knowledge was easily accessible participants
performed worse on those questions designed to assess understanding of text that was
incompatible with real-world knowledge, with the representation being more reflective
of real-world knowledge than the counterfactual-world text. Therefore, if knowledge is
easily accessible more interference is likely to be experienced. The aforementioned
research focuses on plausible counterfactual-world information or ambiguous real-world
information. This type of information typically evokes participants to compare models
(Markman & McMullen, 2003; 2005; 2007). Implausible information, however, may
not always evoke a comparison (Filik, 2008; Filik & Leuthold, 2008; Nieuwland & Van
Berkum, 2006). Further exploration of the role of knowledge in implausible
counterfactual-world information, in which real-world knowledge may not be strongly

linked to the text, particularly if there is a preceding context would be useful.
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1.3.3. Inhibitory Control

Knowledge is thought to be associative, resulting in the activation of both related and
contradictory knowledge when reading (van den Broek et al., 2005; van den Broek,
Risden, & Husebye-Hartman, 1995; van den Broek et al., 1999). Working memory
capacity is limited, however (Baddeley, 1986; Just & Carpenter, 1992). Subsequently,
the maintenance and integration of large amounts of knowledge would heavily tax
working memory capacity, leaving little capacity for the execution of those other
cognitive processes needed to successfully generate an inference and comprehend a text
(Cain, 2006; Oakhill & Cain, 2011; van den Broek, 2012). The amount of knowledge
activated, maintained, and integrated into the situational model whilst reading must be
constrained in some way. Inhibitory control has been implicated in the management of
knowledge during the inferential process (e.g. Barnes, Faulkner, Wilkinson, & Dennis,

2004; Cain, 2006; Gemsbacher, 1993; Hamishfeger, 1995).

Research suggests that for comprehension to be successful, irrelevant and contradictory
knowledge must be suppressed in the early stages of the inferential process (Cain, 2006;
Hamishfeger, 1995). This creates a more manageable workspace, such that processing
costs are reduced as only the most relevant information is processed (e.g. Borella & de
Ribaupierre, 2014; DeBeni & Palladino, 2000; Gemsbacher & Faust, 1991). The role of
inhibitory control in the inference generation process is well-established. For instance,
inhibitory control has been implicated in real-world inference generation across the
lifespan (Cain, 2006; Barnes et al., 2004; DeBeni & Palladino, 2000; Gemsbacher,
1993). Similarly, poor comprehenders have been found to display difficulties inhibiting
information, such that they displayed significantly more intrusion errors than good
comprehenders (Caretti et al., 2004). However, to this researcher’s knowledge, not one
study has explored age-related changes in the role of inhibitory control in real-world

inference generation during the Secondary School years.

Inhibitory control has been found to develop throughout adolescence, with development
plateauing between around 14-17 years of age (see Romine and Reynolds, 2005 for a
review). Developments in success in inhibiting irrelevant or contradictory information
and developments in speed of inhibition have been observed (Bjorklund & Hamishfeger,
1990; Romine & Reynolds, 2005; Tamm, Menon, & Reiss, 2002). As the CYP ages, the
amount of knowledge they are able to readily access whilst reading has been found to

increase (e.g. Barnes et al., 1996). Stronger and more efficient inhibitory mechanisms
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may thus be needed to maintain a clear workspace. Developments in inhibitory control
may thus underpin developments in inference generation skill and inference generation
efficiency during adolescence. Exploration of the potentially changing relationship
between inhibitory control and knowledge may be fruitful in explaining the inference

generation process during adolescence.

The role of inhibitory control in counterfactual-world inference generation may be
mediated by belief biases. A belief bias is a preference to process information in ways
that match beliefs rather than logic - i.e. attend to, process and retrieve real-world
information more readily than atypical information (e.g. Torrens, 1999). The process of
initial suppression of knowledge when reading is thought to be guided by belief biases,
as such, much of the contradictory and irrelevant knowledge, which is automatically
activated due to associative knowledge activation mechanisms, is suppressed (e.g.
Graesser et al., 1998). This frees up working memory capacity resulting in more
efficient inference generation. However, when processing counterfactual-world
information, belief biases have been found to hinder processing, resulting in errors and
less efficient processing in both adults and children (Houde & Guichart, 2001;
Markovits & Schroyens, 2007; Moutier, Plagner-Cayeux, Melot, & Houde, 2006;
Richards & Sanderson, 1999). There is a growing body of research showing that
counterfactual-world information processed in a counterfactual-world context is not
treated as contradictory, however - i.e. belief biases are overcome (e.g. Nieuwland,
2012; 2013; 2015, Nieuwland & Berkum, 2006; Nieuwland & Martin, 2012). This
accommodation is only observed after an initial delay in which the counterfactual-world
is set up, suggesting that belief biases may be operating in the initial stages of text

processing.

Whilst inhibitory control may at first be guided by belief biases, research suggests that
in the later stages of processing inhibitory control may be essential to overcoming the
effects of belief biases, such that, through correlations, training and brain imaging
studies, Moutier and colleagues have highlighted a positive relationship between
inhibitory control and ability to overcome belief biases (Houde, Zago, Crivello, Moutier,
Pineau, Mazoyer, & Tzourio-Mazoyer, 2001; Houde & Moutier, 1996; 1999).
Developments in inhibitory control during adolescence may thus support suppression of
belief biases and ultimately successful counterfactual-world processing (Frank, 1996;
1997). The developing relationship between inhibitory control, belief biases and the

processing of counterfactual-world information may not be as simple as the studies
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above suggest, however. Mitchell, Robinson, Isaacs and Nye (1996) suggest that there

is a shift in the way beliefbiases are applied between 9 years and adulthood.

Mitchell et al. (1996) explored the false belief abilities of a group of 5 year olds, 9 year
olds and adults. Participants heard a story in which a character was given a true or a
false message that was consistent or counter to the character’s existing experience.
Mitchell et al. found that whereas children based character judgments on what the
character had previously experienced, regardless of the truthfulness of the information
in the message, adults based character judgements on the truthfulness ofthe information.
Adults thought characters would believe the message if it was true even if this was not
consistent with the character’s existing experiences. Mitchell et al. suggest that the
difference is due to a qualitative shift in the way information violating real-world beliefs
is processed, such that children rigidly apply a ‘seeing is believing rule’ - i.e. the
character must see an event to believe it and any other form of contradictory evidence is
not believed even if the reader knows the real state of events. Conversely, adults are
argued to adopt a more complex processing strategy, drawing upon their existing
previous knowledge to consider those factors that may lead one to accept another's
message. This leaves adults more vulnerable to belief biases. This would explain the
possible conceptual shift in counterfactual-world inference generation discussed in
Section 1.2.2. Further exploration of the developing relationship between inhibitory

control, beliefbiases and counterfactual-world inference generation is warranted.

1.4. Inference Generation and Literacy Skills
In Secondary School classrooms information is presented in various ways, many of
which require the CYP to read and understand text - e.g. textbooks, worksheets,
websites. Similarly, even if a CYP has acquired the necessary knowledge, if they are
unable to produce a coherent text they may struggle to achieve age-related expectations
as typically, CYP are assessed via a written exam or written coursework. Learning and
assessment across the curriculum are thus dependent on good reading comprehension
and text production skills. Between 2010 and 2015, on average, just short of one third
(27-31%) of CYP failed to make the expected progress between Key Stage 2 (Year 6)
and Key Stage 4 (Year 11), despite only 11-17% of CYP not achieving age-related
expectations by the end of Year 6 (Department for Education, 2015a; 2015b). This
suggests that a) many of those who entered Secondary School with poor literacy skills
did not close the attainment gap and thus continued to struggle throughout their school

careers, and b) some CYP who were developing typically during Primary School failed
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to progress as expected during Secondary School. Without appropriate identification
and intervention, literacy difficulties have been found to persist into adulthood (Rapp,
van den Broek, McMaster, Kendeou & Espin, 2007). This next section outlines the role

ofinference generation in reading comprehension and text production.

1.4.1. Inference Generation and Reading Comprehension

Currently the National Curriculum for reading is based on the most prominent model of
reading comprehension development, the Simple View of Reading (SVR; DFES, 2006;
Gough, Hoover, & Peterson, 1996; Gough & Turner, 1986, Hoover & Gough, 1990;
Rose, 2006). The SVR suggests that reading comprehension is underpinned by two key
components: decoding and linguistic comprehension. Decoding refers to the automatic
recognition of a word and its semantic meaning. Linguistic comprehension refers to
those language skills associated with the comprehension of oral sentences - i.e.
inference generation, identification of text structure, meaning of propositions, and
overall gist. Proficient reading comprehension occurs as decoding skills become fully
automatized and fluent, meaning resources can be freed up to allow for the operation of
linguistic comprehension skills (National Reading Panel, 2000; Perfetti, 1998; Samuels
& Flor, 1997; Spear-Swerling & Sternberg, 1994). Consistent with this, the predictive
utility of the two components is not equal and fluctuates with age (e.g. Storch &
Whitehurst, 2002). The role of decoding is found to decline after 9-10years whereas the
role of linguistic comprehension is found to increase (e.g. Adlof, Catts, & Lee, 2010;
Catts, Hogan, & Adlof, 2005; Chen & Vellutino, 1997; Kershaw & Schatschneider,
2012).

The SVR was originally proposed to explore individual differences in reading
comprehension, not reading comprehension development. Whilst the two key
components of the SVR has been found to explain variance in reading comprehension
abilities in populations aged up to 18 years and over (Savage & Wolforth, 2007), Floyd
Meisinger, Gregg, & Keith (2012) highlight a lack of research exploring the
developmental trajectory of decoding and linguistic comprehension abilities across the
lifespan.  Specifically, further research exploring the development of linguistic
comprehension skills during the Secondary School years is needed as a) reading
comprehension continues to improve even after decoding skills are automatic and b)
Secondary School is the point when these higher-order skills appear to play a central

role in reading comprehension. Researchers thus highlight the need for a comprehensive
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model of reading comprehension development that explores the role and development
of those skills central to mental model construction (Cassidy, Valadez, Garrett, &

Barrera, 2010; Pike, Barnes, & Barron, 2010).

Zwaan and Singer (2003) state that ‘almost every facet of comprehension is at least
partly inferential ” (Zwaan and Singer, 2003, pp. 100). Inference generation also lies at
the heart of the most prominent skilled models of comprehension and has been
implicated in reading comprehension success across the lifespan (e.g. Cain, Oakhill &
Byrant, 2004; Dewitz, Carr & Patberg 1987; Kintsch, 1998; McGee & Johnson, 2003;
Zwaan, 2003). Inferential abilities have also been found to play an indirect role in the
text comprehension process, mediating the role of other skills. For instance, a
relationship has been observed between vocabulary and inference skill (Cain, 2007;
Cain, Oakhill, & Lemmon, 2004). Whilst vocabulary is initially a significant predictor
ofreading comprehension, with age, this relationship becomes reciprocal (Verhoeven &
van Leeuwe, 2008). This is thought to be due to shifts in the mechanism of vocabulary
acquisition, such that older readers are able to use the context surrounding an unknown
word to infer meaning (e.g. Pretorius, 2000). Subsequently, limited vocabulary does not
always impair comprehension. (Freebody & Anderson, 1983; Wittrock, Marks, &
Doctorow, 1975). This is supported by Nash and Snowling (2006) who found that
vocabulary could be improved by teaching CYP to infer meaning from the context. This
led to greater gains in comprehension, compared to a control group who were only

taught the meaning of target words.

The importance of inference generation in classroom comprehension is also likely to
increase as the CYP moves from Primary to Secondary School. As the CYP progresses
through the school system, there is a shift from leaming-to-read to reading-to-leam
(Chall 1996; Snow, Scarborough, & Bums, 1999) and from adult-led learning to pupil-
led learning (Baker, Gertsen, & Scanlon, 2002). This increases the importance of good
reading comprehension skills, and specifically inference generation abilities, for several
reasons. The text-based materials CYP are presented with become longer and more
challenging and complex with regards to vocabulary and syntactic structure, meaning
the reader is expected to infer the meanings of new words using the surrounding context.
(Shanahan & Shanahan, 2008, 2012). In addition, texts become less literal, with
meaning more implicit (AQA, 2013; Department for Education, 2013). Subsequently, as

a CYP progresses from Primary to Secondary School, the level of inferential processing
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required increases. This is mirrored by the reading comprehension assessment tools

used.

Whereas many reading comprehension assessments for Primary-School-aged CYP
focus on explicit understanding and literal retrieval, many reading comprehension
assessments for Secondary-School-aged CYP focus on implicit understanding and
inference generation. For instance, Leach et al. (2003) found that poor comprehenders
performed well on standardised measures of reading comprehension aged 9 years.
However, by 11-12 years the performance of poor comprehenders on the same
standardised task had significantly decreased, dropping 53 percentile points, on average.
Leach et al. used the Peabody Individual Achievement Test—Revised (PIAT-R; Dunn
& Dunn, 1997). The items increase with difficulty, such that the early questions
designed to assess the abilities of children aged under 9-10 years focus on basic reading
skills such as sentence comprehension and literal thinking. However, the later questions
designed to assess the abilities of CYP over 9-10 years focus on higher-order reading
skills such as knowledge integration and inference generation. The same distinction also

exists in the UK school system.

To achieve a Level 4 (expected level) on the Key Stage 2 Reading Comprehension
SATs paper (in 2013) 19 points must be achieved. 68% (13 points) of these points can
be obtained using literal comprehension skills - i.e. identifying relevant information in
the text. The remaining 6 points can come from the other four assessment focuses - see
Figure 1.3. The GCSE English Language tests used at the end of Secondary School
combine both exams and coursework, and reading and writing. Therefore, the exact
number of comprehension marks needed for a GCSE grade C (expected level) cannot be
determined. However, the assessment objectives on the 2013 AQA English Language
foundation are presented in Figure 1.4. Taken together with the example marking
scheme in Figure 1.4., it evident that for reading comprehension, the emphasis is on
implicit understanding thus requiring inference generation. Taken together, there exists
a clear shift from Primary to Secondary School in the assessment of reading
comprehension proficiency, such that the focus goes from literal comprehension and

explicit identification to full and implicit understanding.
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Assessment Focuses

AF2 AF3 AF4 AF5 AF6 AF7
Understand, Deduce, infer Identify and Explain and Identify and Relate texts to
describe, select or interpret comment on comment on comment on their social
or retrieve information, the structure writer's uses of writers' cultural and
information, events or ideas and language, purposes and historical
events or ideas from texts organisation of including viewpoints, contexts and
Definition from texts and texts, including grammatical and the overall literary
use quotation grammatical and literary effect of the traditions
and reference and features at text on the
to text presentational word and reader
features at text sentence level
level

Adapted from Key Stage 2 English 2013 Marking Scheme: Reading - Wolf Pack (Department of Education, 2013).

Figure 1.3. - Key Stage 2 Reading Assessment Focuses

Assessment Objectives

AO1 A02
Understand, describe, select or retrieve information, Explain and comment on writers uses of language,
events or ideas from texts and use quotation and including grammatical and literary features at word
reference to text and sentence level

.. Deduce, infer or interpret information, events or Identify and comment on writers' purposes and

Definition ideas from texts viewpoints, and the overall effect of the text on the
Identify and comment on the structure and reader
organisation of texts, including grammatical and Relate texts to their social cultural and historical
presentational features at text level contexts and literary traditions

Example MarkingScheme

Band 1 -'limited' ' Band 2 - 'some' 'attempts' Band 3 - clear' 'relevant’

¢ limited evidence that the text is * some evidence that the text is e clear evidence that the text is
understood understood understood

e simple engagement with the * attempts to engage with the e clear engagement with the text

text text and makes an inference and makes inferences

.. * may offer limited quotation,  offers a relevant quotation to * offers relevant and appropriate
Definition textual detail or copying out support what has been quotations

e simple reference to the way the understood * makes clear statements on the

hand will change Matthew's life * makes a statement on the ways the hand will change
way(s)the hand will change Matthew's life

Matthew's life

Adapted from AQA English Language June 2013 Marking Scheme (AQA, 2013).
Figure 1.4. —GCSE (Key Stage 4) Assessment Objectives and Example Marking scheme

It is unsurprising then that inference generation abilities have been found to account for
unique variance in the reading comprehension abilities of Secondary School aged CYP.
Barth, Barnes, Francis, Vaughn and York (2015) found that inferential skill was a
predictor of reading comprehension in both adequate and struggling adolescents aged
11-18 years, accounting for 2-5% of unique variance. Cromley, Snyder-Hogan, &
Luciw-Dubas, (2010) found that inference generation accounted for a much larger
19.1% unique variance in the reading comprehension skill of 14-15year olds. However,
rather than exploring age-related changes in the role of inference generation, these

studies controlled for age. As a result, it is unclear how the role of inference generation

57



in the reading comprehension process changes with age. Exploration of the potentially
changing role of inference generation abilities in the reading comprehension process

during adolescence is thus warranted.

1.4.2. Inference Generation and Text Production

A literate individual is characterised by both the ability to understand and produce text
(e.g. Bain, 2006; Hand, Wallace, & Yang, 2004). Proficient written text production is a
complex task. First an idea is generated (e.g. Hayes & Flower, 1986). This idea is then
elaborated on via the activation of real-world knowledge (e.g. Baker, Gersten, &
Graham, 2003; Harris, Graham, & Mason, 2006). The words to represent this idea must
then be retrieved from the mental lexicon, ordered to create a syntactically correct
sentence, the orthographic representation of the necessary words must be retrieved, and
finally, the motor skills needed to produce these representations must be planned and
executed (Torrance & Galbraith, 2006). To be coherent, the production of any one
sentence must be easily associable to any previous sentence - i.e. ideas must be
organised in a way that is both locally and globally coherent. Therefore, the writer must
have in mind the sentences they have produced, the sentence they are producing, and
their intended message and structure for the completed text - i.e. a mental model must
be constructed and maintained (Torrance & Galbraith, 2006). As new ideas are added
the coherence and structure of the text is continually updated and monitored as the
writer pauses and revises (e.g. Chenoweth & Hayes, 2001; Hayes, 2012; Hayes &
Chenoweth, 2006). Similar to reading comprehension, the construction of a mental
model thus appears essential to successful text production. It is surprising, then, that the
role of inference generation abilities in the text production process is scarcely explored
explicitly. Consequently, inference generation is not a prominent feature of the Simple
View of Writing (SVW), the most influential and widely cited model of text production

development (Juel, 1988).

The SVW suggests that proficient writing results from the automatization of low-level
transcription skills and increasing working memory capacity. This allows for the
execution of higher-level oral language skills (McCutchen, Covill, Hoyne, & Mildes,
1994). Although the SVW has received much support, it is primarily focused on the
carly stages of text production development (e.g. Connelly, Dockrell, & Barnett, 2005;
Kellog, 1999; McCutchen, 1996; Ransdell & Levy, 1996). Research exploring text

production in adolescent and adult writers finds that even after the automatization of
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these skills, text quality continues to improve, with even proficient writers often finding
the task of producing text very effortful (Scardamalia & Bereiter, 1991; Zimmerman &
Martinez-Pons, 1990). The predictive utility of the SVW has thus been found to decline
with age (Babayigit & Stainthorp, 2010; 2011; Swanson & Beminger, 1996).
Developments in text production quality during adolescence thus appear to be driven by

skills and interactions not accounted for by the SVW.

Building on Bereiter and Scardamalia’s (1987) model of children’s writing, Hayes
(2012) proposes three distinct developmental stages of writing: 1) knowledge-telling (5-
9 years), 2) knowledge-structuring (10-13 years), and 3) knowledge-transforming (13
years and over). In the knowledge-telling stage, the writer produces a series of
statements about a particular topic. This process relies on long-term memory and
transcription skills. There is no consideration of the reader in this stage. During the
knowledge-structuring stage writers not only produce a series of statements about a
particular topic, they elaborate on these, such that a situational model is constructed.
However, the reader is not thought to be considered. Finally, in the knowledge-
transforming stage, writing is constructed to meet the readers’ needs meaning coherence
is central. Stage 1 shows very little organisation or adaptation of knowledge, it is a
random recall of ideas, by Stage 2 these ideas have been organised, and by Stage 3,
these ideas have been elaborated on and integrated with other knowledge. The transition
between the three stages reflects a growing need for coherence and integration of ideas.
The development of these stages thus reflects the growing role of inference generation
abilities. As with text comprehension, inference generation may not take a pivotal role
in text production until those lower-level skills (transcription, spelling) are proficient.
This model is supported by research exploring individual differences and developmental
changes in text production, such that with age, text production has been found to
become more coherent with lower quality texts having less coherence (Berman &
Slobin, 1994; Cain, 2003; Cragg & Nation, 2006; Fayol, 1991; Chanquoy, Foulin, &
Fayol, 1990; Stein & Trabasso, 1981) and contain more ideas (Keys, 1999; MacArthur,
2012; Wigglesworth, 1997).

The role of inference generation in the development of text production appears key.
However, what is not clear is what drives this development. Specifically, is text
production initially constrained by limited inference generation skills or fewer available
resources as resources are allocated to lower-level skills? Exploration of the role of

inference generation in the text production and reading comprehension process,
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particularly during the Secondary School Years, may prove fruitful in furthering

understanding of literacy development during what, for some, is a critical time.

1.5. Summary of Research

Government statistics suggest that around one third of CYP are not making the literacy
progress expected during Secondary School. Whilst a variety of skills are implicated in
mental model construction, inference generation appears to be at the core. Research
exploring reading comprehension suggests that the importance of inference generation
increases between Primary and Secondary School. Similarly, Hayes’ model of writing
development suggests an increasing need for coherence and subsequent requirement for
inference generation. Whilst inference generation has been found to be a predictor of
literacy skills during the Secondary School years, a developmental approach has rarely
been taken. Many studies explore only one or two age groups, typically an adult and/or
child group. Moreover, the methodology used to explore CYP and adults can differ,
meaning it is unclear if differences observed between the age groups are due to age-
related changes or methodological discrepancies. Consequently, age-related changes in
the role of inference generation during adolescence have not been fully explored.
Additionally, CYP are presented with a variety of different texts from multiple sources
and genres. Therefore, to fully comprehend all of the texts they read, CYP must also be
able to generate counterfactual-world inferences. However, existing research is
conflicting - this could be due to the lack of consistency in the stimuli used to assess
adults and CYP or a conceptual shift in counterfactual-world inference generation. At
present a full and comprehensive model of inference generation, and underpinning skills,
during adolescence does not exist. The studies reported in this thesis thus explore age-
related changes in real-world and counterfactual-world inference generation abilities
during adolescence to inform educational practice during this time. Part 2 of this thesis
goes on to identify a measure suitable for the assessment of inference generation

abilities throughout adolescence in order to investigate the following research questions:

1. How does the role of inference generation in higher-order literacy skills change
during adolescence?

2. How do inference generation abilities change during adolescence?

3. How do the cognitive underpinnings of successful inference generation change

during adolescence?
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Part 2: The Selection, Development and
Evaluation of a New Inference Generation Task
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CHAPTER 2 THE ASSESSMENT OF INFERENCE GENERATION:
SELECTING AN APPROPRIATE TASK

2.1. Introduction

The study of inference generation has driven the development of a variety of research
tools. However, researchers explore inference generation from different theoretical
perspectives and with different aims. Since different theoretical assumptions often result
in different assessment methods, the range of reading comprehension and inference
generation tasks that exist are not interchangeable, such that they vary in their
conceptual underpinnings, format, and related task demands (Carver, 1992; Cutting &
Scarborough, 2006; Keenan & Betjemann, 2006; Keenan, Betjemann, & Olson, 2008;
Nation & Snowling, 1997; Sabatini, Albro, & O’Reilly, 2012). Subsequently, they do
not necessarily assess the same underlying skills and processes and depending on the
research aim, each task has both strengths and weaknesses. Selection of the most
suitable task must be guided by consideration ofthese strengths and weaknesses and the
specific research aims. For this thesis, a new task was developed by combining a self-
paced reading methodology with a forced-choice picture-selection task. This Chapter
begins by highlighting some key methodological considerations, the assumptions

underpinning each task and rationale for selection are then discussed.

2.2. The Assessment of Real-World and Counterfactual-World Inference
Generation Abilities during Adolescence:
Key methodological issues and considerations

This research aims to explore the development of real-world and counterfactual-world
inferential abilities during adolescence. It is essential that the task(s) selected is able to

aSSEeSS!

m arange ofage groups

m Dboth inferential skill and time-course

m the real-world interference thought to be experienced when generating
counterfactual-world inferences

2.2.1. Assessmentofa Range ofAge Groups

Research shows that, due to differences in tasks demands, even the same group of
participants can perform differently on two tasks designed to assess the same skill (Boot,
Becic, & Kramer, 2009; Burkart & Rueth, 2013; Hinze, Bunting & Pellegrino, 2009).

Many of these additional task demands are associated with skills thought to improve
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with age (e.g. working memory; Hulme & Tordoff, 19889). Subsequently, younger age
groups may display weaker performance than older age groups; this may be reflective of
differences in working memory, for example, though, and not the key skill being
assessed. The tasks used in developmental studies need to be carefully considered to
ensure they target the intended age group. However, Miller (1998) argues that the use of
different tasks for each age group may result in a problem of measurement equivalence,
such that the tasks used may not be comparable. Miller (1998) argues that to compare
particular skills in different age groups, one task should be designed that can adequately
tap into the intended behaviour of all of the age groups being studied. This thesis thus

aims to use the same methodology (stimuli and task) for all age groups.

2.2.2. Assessing Both Inferential Skill and Time-Course

Inference generation failure is thought to be one of the main causes of poor
comprehension (e.g. Cain, Oakhill, Barnes, & Bryant, 2001; Cain, Oakhill, & Elbro,
2003; Perfetti, Marron, & Foltz, 1996). Therefore, the assessment of the inferential
product (i.e. skill) is essential. Comprehension is also thought to be impaired if a reader
is unable to generate the inferences needed to maintain coherence whilst reading
(Graesser et al., 1994). Similarly, readers may be employing faulty inference generation
strategies. Assessment of the unfolding inferential process (i.e. time-course) is also
necessary. The assessment of both the inferential product and time-course not only
allows for quantitative changes in inferential skill to be observed, but also any
qualitative changes in the underlying process to be detected. This is particularly
important when exploring counterfactual-world inference generation abilities given that
research suggests that adults and CYP engage in a qualitatively different process

(Bowyer-Crane & Snowling, 2010; Graesser et al., 1998).

In addition to assessing both inferential skill and time-course, it is important that the
measure used taps the natural reading process (as much as possible). Research shows
that if the text is too difficult and/or presented rapidly, comprehension suffers as
participants process the text at a surface- or propositional-level only, with
inconsistencies not being detected (Royer, 2001). Given that most inferences are
thought to be generated at the situational-level, this could lead to inaccurate conclusions
regarding inference generation abilities being made. Research also shows that reading
goal can influence comprehension, such that if the reader is not reading with a goal of

comprehension, a situational-level representation is unlikely to be constructed (Kendeou,
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Bohn-Gettler, & Fulton, 2011; Linderholm & van den Broek, 2002; Narvaez, van den
Broek, & Ruiz, 1999; van den Broek, Lorch, Linderholm, & Gustafson, 2001). Gordon,
Hendrick and Foster (2000) have shown that task demands can affect reading goals,
such that participants adopt the simplest strategy available to them to complete a task -
i.e. simply remembering the words in the critical text (creating a surface-level model)
instead of comprehending the critical text (creating a situational-level model). Similarly,
task instructions have been found to affect the level of comprehension. When reading
naturally, elaborative inferences are not drawn whilst reading (Graesser et al., 1994).
However, when participants are instructed to predict what will happen next, elaborative
inferences are found to be drawn online (Calvo et al., 2006). In sum, it is fundamental
that the text, task and instructions used promote a natural reading process, whereby

construction of a situational-level representation ofthe text is promoted.

2.2.3. Counterfactual-WorldInference Generation: Assessing the Interference
Experienced due to the Activation ofReal-World Knowledge.
When generating counterfactual-world inferences the activation of related but
contradictory real-world information is thought to result in interference (e.g. Ferguson,
2012). Resolving this interference is thought to be cognitively demanding, meaning
counterfactual-world inference generation is often found to be more difficult than real-
world inference generation (e.g. Ferguson & Sanford, 2008). During adolescence there
is thought to be a qualitative shift in the processing of counterfactual-world information
(Bowyer-Crane & Snowling, 2010; Graesser et al., 1998; Rafetseder et al., 2010; 2013).
This shift may be due to, at least in part, changes in the real-world interference
experienced when generating counterfactual-world inferences. Therefore, exploring
developmental differences in the interference faced is likely to aid understanding of the
counterfactual-world inferential process and potential causes of inference generation

failure.
2.3. Selecting a Task

Inference generation tools can be roughly split into two categories: 1) online measures -
used to assess the unfolding inference generation process and 2) memory measures -
used to assess the situational model created as a product of the inference generation
process. This division means that whilst one task may be suitable for the assessment of
the inferential time-course, this same task is unlikely to be suitable for the assessment of

inferential skill, and vice versa. Therefore, to meet the task selection criteria set out in
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this thesis, at least two tasks were needed. A self-paced reading task was selected to
assess the inferential time-course of inference-evoking critical sentences and a forced-

choice picture-selection task was selected to assess inferential skill.
2.3.1. Using a Self-Paced Reading Tasks to Assess the Inferential Time-Course

A self-paced reading task (SPRT) is a processing load measure. Other processing load
measures include moving window tasks, measurements of eye movements and neuro-
imaging methods. Processing load measures provide information about the cognitive
costs associated with processing a particular piece of text (Zwann & Singer, 2003).
These tasks are underpinned by the assumption that information which is more
cognitively taxing takes longer to process (Donders, 1969). The format of these tasks is
very simple, with participants reading through a text at their own pace. Using computer
software, the time taken to read and/or study the text is then recorded, along with
additional measurements depending on specific methods. When exploring inference
generation, research has shown that even if two sentences are equal with regards to
syllable length (see Table 2.1.), if one sentence requires an inference for coherence to be
maintained and the other does not, the sentence requiring an inference will result in
greater processing costs - e.g. longer reading speeds, increased neuronal activation
(Casteel, 1993; Poynor & Morris, 2003; Virtue et al., 2006; 2008). This effect is thought
to be due to the increased cognitive effort needed to generate an inference and

coherently integrate the text into a situational model.

Table 2.1. Sample Stimuli used in Processing Load Measures

Condition Critical Text

A kernel was planted. A century later a huge tree was stood in
Inference-Evoking

its place.

Later, a century was planted in place. Stood in its kernel was a
Control

huge tree.

A kernel was planted. A century later it had grown into a huge

Literal Control
tree.

In a SPRT, the researcher splits the passage into readable segments, using natural
breaking points in the text. Segments are presented to the reader one at a time, with
participants pressing a button to move through the text at their own speed. The SPRT is,
therefore, able to provide a measure of processing costs associated with specific phrases

and sentences. However, it is not as sensitive as the Moving Window Task (MWT) and
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measurement of eye movements. The MWT works by presenting text on a computer
screen, with only one word visible at any time. All other words are replaced with
symbols or dashes. The reader is able to move through the passage by pressing a button,
such that once the participant has read a word they press a button that then replaces the

current word with symbols/dashes and reveals the next word. For example:

button press leads to:

button press leads to:

Eye movement data show that words are rarely read in such a smooth one-by-one, left-
to-right manner (Reichle, Rayner, & Pollatsek, 2003). Therefore, Witzel, Witzel, and
Forster (2012) argue that MWTs do not promote a natural reading process. Moreover,
Zwaan and Singer (2003) suggest that participant's button presses can become rhythmic,
failing to reflect underlying processing. Compared with a MWT, a SPRT more closely
mirrors the natural reading process. Moreover, since the segments of text presented to
the reader can vary in length, the likelihood of participants engaging in rhythmic button

pressing is minimised.

When eye-tracking is used, the text is presented on the screen, with small cameras used
to monitor the participant’s eye movements as they read. This means that the participant
is not required to press any buttons to read through the text. Consequently, the data
obtained do not include any additional processing costs associated with the motor
responses needed to press a button and/or the effort associated with switching between
reading and pressing a button. Eye tracking methodologies are, therefore, thought to
result in a purer measure of the processing costs associated with the natural reading
process than the MWT and SPRT. Eye-tracking methodologies are also able to provide
much more in-depth detail, exploring fixations, saccades, and regressions. Given the

time constraints of this PhD, it was thought that the use of an eye tracker would be too
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labour intensive in terms of the amount of data generated, however. Brain-imaging
methods were not selected for the same reason2. Fortunately, Zwaan and Singer (2003)
suggest that in many cases the SPRT produces data precise enough for the assessment
of many skills and processes of interest when exploring inference generation. As such
reading speeds have been used to assess the inferential time-course in previous research
(e.g. Casteel, 1993). As discussed below, compared to other online measures, the SPRT

is also able to better fulfil the task selection criteria outlined at the start ofthis Chapter.

Other online measures include activation measures and information-content measures.
Activation measures, such as the lexical decision task, naming task and probe
recognition task, are used to assess the reader’s unfolding mental representations,
specifically, the level of activation of a particular idea or concept (Zwaan & Singer,
2003). Typically, participants read a sentence followed by a critical word that
participants must make some form of decision about. Information-content measures are
used to provide detailed information about the skills and processes a participant is using
when reading a text (Zwaan & Singer, 2003). Perhaps the most commonly used
information-content measure is the think-aloud task. Think-aloud tasks require
participants to verbalise their thought process and understanding as they read a text.
When assessing a range of age groups, the SPRT is superior to information-content
measures, such that SPRTs simply require participants to read a text (Zwaan & Singer,
2003). Therefore, as long as the texts used are age appropriate, SPRTs are suitable for
the assessment of a range of age groups. Conversely, whilst training is given,
performance on think-aloud tasks is heavily dependent on expressive language abilities.
Since expressive language abilities typically improve with age (e.g. Beminger & Abbott,
2010), any differences observed between different age groups could be due to either

differences in inference generation abilities or differences in expressive language skills.

A SPRT is also likely to promote a more natural reading process than activation
measures and information-content measures. Activation measures require participants to
respond to a critical test item affer reading the text. Therefore, it is unclear if the
processing assessed reflects the processing taking place whilst reading or at the time of

test. Moreover, Gordon et al., (2000) have shown that when probe recognition tasks are

2 Additionally, brain-imaging techniques require participants to remain still, given that the inference
generation task designed for this thesis took around 30 minutes, it was felt that younger participants may
stmggle to remain still for this amount oftime.
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used participants simply remember possible probe words, processing the text at a
surface-level only. Whilst information-content measures are categorised as an online
measure, Zwaan and Singer (2003) suggest that many of the inferences participants
report to be generating as part of the think-aloud task, may not be generated when
reading normally. Instead, some of the inferences generated may be the result of
strategic processing promoted by task instructions. The SPRT, however, does not
require an explicit response from the participant and measures are taken whilst the
participant is reading, not after. Consequently, the natural reading process is not
disrupted. Since a SPRT causes minimal disruption to the natural reading process,
unlike activation measures and information content measures, a valid measure of the
level of real-world interference a participant faces whilst reading naturally can be
obtained (e.g. Ferguson 2012; Ferguson & Sanford, 2008; Ferguson et al., 2008). In sum,
the SPRT is able to assess a range of age groups, with minimal disruption to the natural

reading process. In addition, a measure of interference whilst reading can be obtained.

2.3.2. Using a Forced-Choice Picture-Selection Task to Assess the Inferential Product

Forced-choice picture-selection tasks (FCPST) present participants with a critical
sentence followed by a grid displaying two or more pictures - one of which depicts the
target (see Figure 2.1). Participants select the picture that best matches the preceding

text.

Critical Text Self-Paced
target filler
Test
Item
filler filler

Figure 2.1. Schematic Representation o fthe Forced-Choice Picture-Selection Task

A FCPST is a type of multiple-choice task, which is a forced-choice memory measure.
Other commonly used forced-choice memory measures include the sentence recognition

task (SRT) and sentence verification task (SVT). In the SRT participants have to decide
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if the test sentence appeared in the preceding text or not. In the SVT participants have to
decide if, based on the preceding passage, the test sentence is true or false. If the correct
inference has been drawn participants are predicted to falsely recognise the test sentence
on the SRT, but correctly validate or select the test sentence on the SVT and multiple-

choice task (MCT), respectively.

A FCPST is more suitable for the assessment of the inferential product than any other
forced-choice memory measure for several reasons. First, research suggests that the
SRT may encourage surface-level processing, such that participants can successfully
complete the task without creating a situational level model (Gordon et al., 2000).
Second, when using the SVT, interference is thought to be present if the participant fails
to validate the counterfactual-world target and instead incorrectly validates the real-
world alternative or if the participant’s responses to counterfactual-world items are
correct, but significantly slower than responses to real-world items. However, the SVT
requires participants to not only generate an inference but validate this inference too.
Research suggests that inference validation may not be a part of the inferential process
when reading counterfactual-world texts naturally, as this would interfere with their
engagement of the text (e.g. Gillbert, 1991; Gillbert et al., 1990; Green & Brock, 2000;
Rader & Sloutsky, 2002). The need to validate inferences, then, may confound results

and lead to the amount of interference experienced being over estimated.

As discussed in Section 1.2.1, theories of counterfactual-world processing suggest that,
at least initially, both counterfactual-world and real-world information is mentally
represented (e.g. Ferguson, 2012). The real-world knowledge and the counterfactual-
world information are thus thought to be in direct competition when comprehending
counterfactual-world texts. The SVT and SRT only allow for the assessment of one
piece of information at a time. Therefore, if an error is made on the SVT or SRT or
response times are slower in counterfactual-world conditions than real-world conditions,
it can only be said, with confidence, that the correct inference has not been drawn or in
the case of correct but slow response times, the inference has not been drawn online.
This could be due to real-world interference, but also faulty inference generation
processes. A major advantage of employing a MCT, therefore, is the ability to
simultaneously present several ideas per test item - i.e. both the counterfactual-world
target and real-world alternative can be placed in direct competition, just as they are in
readers’ internal representations. If the participant routinely selects the real-world

alternative instead of the counterfactual-world target, or correctly selects the
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counterfactual-world target but significantly slower than they select the correct target in
real-world conditions, it can be said, with much more confidence, that these patterns are
due to the increased cognitive effort associated with resolving the conflict experienced
due to real-world interference. However, as highlighted by Cain and Oakhill (2006b)
even though verbal responses are not required, since multiple options have to be
processed and compared, the processing demands associated with a MCT are much
higher than those associated with other forced-choice memory measures. As discussed
in the next section, the use of pictures minimises these demands, meaning a FCPST is
superior to other verbal forced-choice memory measures as processing demands are
reduced. As discussed below, compared to other offline measures, the FCPST is also

better able to fulfil the task selection criteria outlined at the start of this Chapter.

2.3.3. Assessing a Range ofAge Groups: Reducing Output Demands Via the Use of
Pictures

Spooner, Baddeley and Gathercole (2004) found that children's comprehension
performance was significantly better when measured using forced-choice responses as
opposed to constructive memory measures, such as self-constructed answers to open-
ended questions. Spooner et al. (2004) suggest that when constructive memory
measures are used, poor comprehension performance may not always be attributable to
poor comprehension abilities. Poor performance may instead be due to the difficulties
associated with constructing an answer. Spooner et al. concluded that since
comprehension is an input process (i.e. construction of a mental model), the measure
used to assess these processes should not make heavy output demands. The ability to
deal with heavy output demands is likely to increase with age, due to improving
working memory (e.g. Conklin, Luciana, Hooper, & Yarger, 2007) and expressive
language skills (e.g. Beminger & Abbott, 2010). When completing tasks that place
heavy output demands on participants, the comprehension performance of younger
children is thus likely to be more confounded than the performance of older children
and adults. Tasks that minimise output demands should thus be used to assess inference
generation in a range of age groups. As discussed in this subsection, a pictorial response

method places fewer output demands on participants than verbal response methods.

A large body of research exists exploring the processing differences of words and
pictures, with several theories being proposed. Typically, these theories fall into two
camps. Some suggest that pictures and words are processed differently (e.g. Glaser &

Glaser, 1989). Others argue that pictures and words are processed similarly, both having
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access to one unified semantic system (e.g. Kiefer & Pulvermuller, 2011). Despite these
theoretical differences (a full discussion of which is beyond the scope of this thesis),
research consistently finds superior performance (e.g. faster response times, fewer
errors) when pictorial, as opposed to verbal stimuli, are used - i.e. a picture superiority
effect (Hinojosa, Carretie, Valcarel, Mendez-Bertolo & Pozo, 2009; Schacht & Sommer,
2009).

Pictures are thought to be processed with more ease than words since additional
translational processes are not needed. Text needs to be decoded - i.e. letters matched to
their sounds and words deciphered (e.g. Samuels, 1988). Similarly, the words must be
matched with their referent meanings (e.g. Coltheart, Curtis, Atkins, & Haller, 1993).
Pictures, though, often allow for certain elements to be represented with relatively
effortless maintenance, meaning working memory is freed up and can be used to
complete other tasks (Glenberg & Langston, 1992). Since decoding ability, referent
search ability, and working memory capacity are all found to improve with age (e.g.
Conklin et al., 2007; Luciana, Conklin, Hooper, & Yarger, 2005) it follows that children
show superior performance when processing pictures compared to words (e.g.
Rafetseder et al., 2013; Wright & Berch, 1992). Developmental studies find that,
regardless of task, the magnitude of the picture-superiority effect declines with age
(Rosinksi, Pellegrino, & Siegel, 1977; McGonigle and Chalmers, 1984). This suggests
that when words are used, any differences observed between different age groups could
be due to developmental differences in processes associated with the additional skills
needed to translate text to meaning and not real changes in the skill being assessed. It is
unsurprising then that many have used pictorial stimuli, specifically FCPSTs, to assess
adults and children (e.g. amount and accessibility of knowledge, Barnes et al., 1996;
pronoun resolution, Sekerina, Stromswold, & Hestvik, 2004; vocabulary, Dunn & Dunn,
1997; counterfactual-world reasoning, Rafetseder et al., 2013; inference generation,

Ford & Milosky, 2003).

Wright and Berch (1992), however, noted some fundamental differences between the
pictures and words commonly used in research. They found that pictures are often larger
than the words used. Therefore, perceptually, pictures may be easier to interpret (Theios
& Amrhein, 1989). Additionally, pictures of items from the same category are typically
more visually similar than items from different categories, whereas words from one
category are no more or less visually similar to words from a different category

(Snodgrass & McCullough, 1986). Therefore, pictures are likely to aid categorisation
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more so than words. Similarly, Schlochtermeier, Kuchinke, Pehrs, Urton, Kappelhoff, &
Jacobs (2013) found that whilst a word and picture can contain the same information
they are not necessarily equivalent with regards to the level of detail conveyed. It is
thought that pictures represent more detail regarding position, size, and relationships
than words. As such, when Schlochtermeier et al. (2013) adapted their text so it was just

as detailed as a picture, they found that the picture superiority effect disappeared.

It appears that pictures aid access to meaning since they provide more detail than words,
which is more easily accessed since additional translational processes are not needed.
Many of the additional skills associated with the processing of verbal information have
been found to improve with age. The effect of some of these developmental confounds
can be removed by using a literal control. However, unless the literal controls and test
items are lexically identical, which could be potentially very repetitive, some
differences may still exist. Similarly, the confounding effects of decoding could be
removed by presenting test items orally, however, this could prove problematic when
presenting more than one idea. The participant would need to remember all ofthe words
or ideas presented to them, increasing the demands placed on short-term memory. In
contrast, the use of pictures allows for the confounding effects of developmental
differences in decoding, reading speed, associations between terms and referents, and
short-term memory and working memory capacity to be minimised and in some cases
completely eliminated, even when presenting multiple ideas. Subsequently, a FCPST is
likely to provide a purer measure of abilities when assessing a range of age groups

compared with other memory measures.

2.3.4. Using a 2*2 Forced-Choice Picture Selection Task to Promote a Natural
Reading Process
When reading naturally a situational model of the text is thought to be created (e.g.
Singer, 1990). Many of the tasks reviewed above promoted the creation of a surface- or
propositional-level representation due to simplistic response methods. In this thesis, the
term picture refers to an image that depicts not only a single object, but an event,
concept or relationship. Therefore, whilst the FCPST response method is simple, the
correct picture cannot be selected by simply remembering the preceding words or
phrases as there will be no direct match between the picture and preceding critical text.
Instead, the critical text must be processed at the situational-level for the correct picture

to be selected.

72



The use of pictures has been found to aid CYP’s construction of mental models of the
text, such that they serve as cues for information likely to be necessary to maintain
coherence (Glenberg & Langston, 1992; Gyselinck & Tardieu, 1999), with this
information influencing younger CYP more so than older CYP (Pike et al., 2010). As
discussed above, pictures more directly depict relationships between various elements
(Gyselinck & Tardieu, 1999) and thus may facilitate the transformation of text to a
mental model. Moreover, the direct and clear depiction of said relationships is thought
to reduce the load placed on working memory (Marcus, Cooper, & Sweller, 1996) and
thus allow resources to be allocated to higher-order skills such as inference generation if
the picture is unambiguous. Subsequently, some may argue that the use of a pictorial
task serves to facilitate younger children’s mental model construction, thus over
estimating their skills for text-only comprehension and biasing the results. However, in
the current research, the pictures are not presented simultaneously with the critical text.
They are presented after reading the text. Thus whilst the pictures for coherence items,
in particular, will depict the relationships between elements, this picture will not be able
to serve as a cue for online mental model construction as it is presented after reading.
The use of a pictorial response method may encourage participants to create more
pictorial situational models than they may have done if a verbal response method was
used. However, situational models are thought to contain information from a variety of

sensory modalities, including vision (e.g. Zwaan, 2003).

Overall, the use of a FCPST is likely to promote the creation of a situational model.
Whilst the simultaneous presentation of text and pictures has been shown to facilitate
situational model construction, this is unlikely to occur on the FCPST, since pictures are
presented after situational model construction has begun. Subsequently, the FCPST is
likely to provide a relatively valid assessment of those inferential abilities associated

with the natural reading process.

2.3.5. Using Pictures to Evaluate the Mental Representations Constructed From
Verbal Stimuli

Traditionally situational models were thought to contain only linguistic information (e.g.
Fodor, 1975; Newell & Simon, 1972). Subsequently, the use of pictures, as opposed to
text, to assess a verbal mental representation could be problematic since additional
translational demands would be placed on participants. However, Zwaan (2003)
proposed the Immersed Experiencer Framework, which suggests mental models contain

information from a variety of sensory modalities. This idea has much support with
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research finding situational models contain information from a variety of sensory
modalities (Zwaan, 1996; Zwaan & Taylor, 2006), including vision (Kaup, Yaxley,
Madden, Zwann, & Ludke, 2007; Zwaan & Yaxley, 2003a; 2003b). The inclusion of
visual information in the situational models created by readers is also supported by
studies which find that participants often report the use of imagery when reading (e.g.

Richardson, 1980).

Schnotz and Bannert (2003) have created a multimedia model of situational model
construction that focuses on the comprehension of textual and pictorial stimuli (see
Figure 2.2.). As can be seen from this model, there are two distinct branches, a textual
(descriptive) branch and a pictorial (depictive) branch, with both branches cumulating in
a depictive mental model which continually interacts with a propositional representation
and is guided by the reader’s conceptual organisation. Therefore, whether the initial
input is depictive or descriptive both a propositional representation and depictive mental
model are created, with constant interactions occurring between descriptive and

depictive information.
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Figure 2.2. Schnotz and Bannert$s (2003) Integrated Model of Text and Picture

Comprehension

The branches and pathways in Schnotz and Bannert’s model are bi-directional, meaning
that a picture can be used to create a situational model, and existing situational models
(whether created from an initial text or pictorial input) can be evaluated using pictorial
stimuli. Therefore, the use of a pictorial response method is likely to be suitable for
assessing the situational models constructed whilst reading. This is supported by the
numerous studies that have effectively used pictorial naming and categorisation tasks to
assess the mental representations created from text (e.g. Ford & Milsoky, 2008; Kaup et
al., 2007). Those using a FCPST to assess inference generation suggest that the FCPST
is an effective measure of inference generation abilities (e.g. Ford & Milsoky 2003;

2008; Schmidt & Paris, 1978).
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For example, Ford and Milosky (2003) used a four-choice picture response method to
explore inference generation abilities in CYP aged 5 to 6 years. CYP heard short
scenarios evoking emotional inferences, with the last word missing (e.g. Twinky was
bouncing a ball. A bully took the ball. Twinky was ). Children were asked to
select the facial expression that completed the scenario from a choice of four pictures
(e.g. happy, sad, mad, and surprised), presented using a 2*2 grid format. Ford and
Milosky found that all children, even those with a language impairment, understood the
task and were able to effectively use the pictorial response method. This suggests that a
2*2 format picture selection method can be used to assess inference generation abilities,
even in young children with weak linguistic abilities. This suggests the FCPST is

suitable for the assessment of inference generation abilities.

2.3.6. Using a 2*2 Forced-Choice Picture-Selection Task to Assess Real-World
Interference

When assessing counterfactual-world processing using constructive memory measures,
if incorrect information is recalled or a participant answers a question incorrectly, errors
can be analysed to determine the underlying cause of inference generation failure,
specifically, the presence of real-world interference (e.g. Cain et al., 2001; Cain et ah,
2003; Carlson, Seipel, & McMaster, 2014; Norbury & Bishop, 2002). However, the
level of real-world interference present in participants’ reconstructions may not be an
accurate reflection of the interference present whilst engaging with the text. When
reading fantasy and fiction texts, some argue that readers actively suspend beliefs and
use the counterfactual-world context as a base for all comparisons (e.g. Filik, 2008;
Filik & Leuthold, 2008; Nieuwland & Van Berkum, 2006). Subsequently, real-world
interference is minimal. However, when asked a question or asked to recall the text, the
reader may more consciously consider real-world violations. Subsequently, when
constructing an answer, the real-world interference experienced may be stronger than
when reading a fantasy or fiction text. A FCPST may be a useful tool when assessing
real-world interference, such that assessment is made immediately after reading the
critical text and processes associated with constructing an answer are not needed.
Specifically, both the counterfactual-world target and real-world alternative can be
presented. Given that processing costs are reduced by the use of pictures instead of
words, several possibilities can be presented, allowing even firmer conclusions to be
made regarding the cause of inference generation failure - ie. in addition to the

counterfactual-world target and real-world alternative, fillers indicative of, for example,
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integration failure or literal processing, are also included. Error analysis could then be
conducted allowing much firmer conclusions regarding the cause of inference failure to

be made.

2.4. Conclusion

A review of existing inference generation tasks revealed that no single task was able to

meet the following task selection criteria:

* Assess arange of age groups
* Assess both the inferential skill and time-course associated with the natural
reading process
* Assess the real-world interference thought to be experienced when generating
counterfactual-world inferences

Many previous measures place high output demands on participants, despite
comprehension and thus inference generation being primarily input processes. When
assessing a range of age groups this is problematic as ability to overcome output
demands improves with age, meaning differences in performance between older and
younger age groups could be due to either genuine differences in inference generation
abilities or differences related to task demands. Whilst some existing tasks use simple
verbal response methods with few output demands (e.g. lexical decision task), it has
been argued that successful completion of these tasks is possible by creating a surface-
level model of the text only. The use of forced-choice picture-selection task (FCPST)
which utilises a pictorial, as opposed to verbal, response method reduces task demands,
such that translational demands (e.g. decoding) are minimised. However, a complete
idea is still depicted meaning participants cannot respond correctly by simply
remembering the text verbatim. A pictorial response method, unlike some of the simple
verbal response methods, thus promotes a natural reading process. Typically, existing
inference generation tasks assess either inferential skill or time-course. Simultaneous
assessment ofthe inferential process and product was desired, however, to minimise the
time CYP spent out of their learning environments. Unlike offline assessment tools
which measure the inferential process after reading and require an explicit response, the
self-paced reading task assess the inferential process whilst reading and does not require
an explicit response. The natural reading process is thus uninterrupted and by measuring
reading speed of critical texts that precede the FCPST a measure of the inferential

process can be obtained without increasing participant assessment time. Finally, due to
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minimal output demands, several ideas can be presented simultaneously in the FCPST
without exhausting participants’ resources. Both the target and real-world alternative
can be presented in counterfactual-world conditions. Additional diagnostic errors,
reflecting typical reasons for inference generation failure can also be included. Error
analysis can be conducted to explore real-world interference when processing
counterfactual-world information in addition to other faulty inference generation
strategies. This new task, which combines a self-paced reading methodology and

forced-choice picture selection task will be known as the Image Selection Task.
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CHAPTER 3 THE DEVELOPMENT OF THE IMAGE SELECTION
TASK - A NEW INFERENCE GENERATION PARADIGM

3.1. Introduction

This thesis is concerned with the exploration of age-related changes in real-world and
counterfactual-world inference generation abilities during adolescence. To obtain a
comprehensive picture of inference generation abilities during this time, it is essential
that the task(s) used is able to assess a range of age groups, both inferential skill and
time-course, and the real-world interference experienced when generating
counterfactual-world inferences. However, as discussed in Chapter 2, many of the most
commonly used inference generation tasks are unable to fulfil all of the above task
selection criteria. Consequently, the creation of a new task - the Image Selection Task

(1ST) - was necessary. This Chapter outlines the development ofthe 1ST.

3.1.1. Outline ofthe Image Selection Task

The 1ST combines a self-paced reading methodology with a forced-choice picture-
selection task (FCPST), embedding them both into a story (see Figure 3.1 for a
schematic representation). Participants move through the story at their own speed until a
2*2 grid with four pictures is presented. Although not explicitly highlighted to
participants, each 2*2 grid is preceded by a screen displaying a critical text. When the
2*2 grid is presented, participants select the picture they feel best matches the text they
have just read. The time taken to read each critical text provides a measure of the
inferential time-course whereas inferential skill was assessed via number of errors made
on FCPST. An analysis of errors was also conducted to determine the potential cause of
inference generation failure and levels of real-world interference in the counterfactual-

world conditions.
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Lily and Joe's spaceship StOI‘y Text
landed at the bottom of a
cliff. Suddenly the ground

shook.

The weight of the
spaceship had made the
cliff fall down.

Huge rocks were crashing
down all around them.
Finally, the giant rocks

stopped falling.

Lily and Joe climbed out of
their ship. They looked
around. A large egg had
fallen to the ground with

the rocks!

Slowly Lily and Joe made
their way over to the egg.

The giant egg began to
crack loudly. Soon, instead
of the egg there was a

Critical Text small bear cub.

Forced-Choice
Picture-Selection
Task

Figure 3.1. Schematic Representation o fthe Image Selection Task
3.1.1.1. Story Development

Many studies do not provide context before or after the critical text. Instead, they
simply present the critical text followed by the test stimuli, this is then immediately
followed by another item (e.g. Calvo et al., 2006; Ferguson, 2012; Gemsbacher & Faust,
1991). However, this is very different to reading in real-life, where typically a chunk of
text is read to extract information. The standard coherence framework suggests that
reading goals determine the level of coherence a reader seeks to gain from a text (van
den Broek et al.,, 1995; 2001). Subsequently, reading a list of sentences with no real
purpose is unlikely to lead to a reading goal of comprehension, and thus experimental
stimuli are unlikely to be processed to the same level as natural texts. Embedding the
critical texts and FCPST into stories provides a context and increases engagement,

creating reading goals similar to those associated with the natural reading process.

This thesis is primarily concerned with those inferences drawn when engaging with the
science-fiction texts commonly read for pleasure by CYP and used in the classroom.
Originally, the researcher sought to use ‘real texts.” However, due to their complexity
and variability this was not possible. Subsequently, story plots were developed based on

the ideas depicted in the BBC Bitesize Key Stages 2 (7-llyears) and 3 (l1-14years)
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Science resources and in books in the ‘young readers’ fantasy’ section of the
researcher’s local library. A predominate theme in this literature was space travel.
Consequently, stories were designed to focus on the space adventures of two characters

- Holly and Ben - with each story relating to the characters’ adventures on a new planet.

All stories were written to be 190-210 words long to prevent fatigue and boredom, but
at the same time allow a full plot to develop and engage participants. Royer (2001)
suggests if a text is too difficult participants' comprehension suffers. Subsequently,
stories were designed to be readable by the youngest participants assessed in this thesis
- 9 year olds. Hatcher’s (2000) book grading formula was used to assess the readability
of stories . All stories received a readability level of 9 years or less (see Appendix 3.1

for a full list of story ratings).

Six stories were written to assess real-world inference generation abilities (real-world
stories), six stories were written to assess counterfactual-world inference generation
abilities (counterfactual-world stories), and six stories were written to assess memory
for information explicitly stated in the text (literal stories). Each story was split into
three sections. The first two sections ended with a critical text. The final section
provided a conclusion to the story. See Table 3.1. for an example story. Therefore, each
story contained two critical texts. Each real-world and counterfactual-world story
contained one critical text designed to evoke a coherence inference and one critical text
designed to evoke an elaborative inference. In the literal condition, one critical text
assessed memory for real-world information and the other, memory for counterfactual-
world information. Two versions of each story were written, such that the second
version of stories had the converse arrangement of critical texts. This was to ensure any
differences between different conditions could not be attributed to the position of
critical sentence. This meant that the story content had to be changed slightly. The
number of words in Version 1 and 2 of the story always remained exactly the same. The
general gist of the story also remained consistent, as did the readability rating (mean
rating Version 1= 8.79, SD = 0.19; mean rating Version 2 = 8.83, SD = 0.18; ¢ (17) =
0.72, p = 0.48). There was also no difference in readability ratings across the three story

conditions (mean rating real-world stories = 8.78, SD = 0.23; mean rating

1This formula is based on five key variables: number of words in story, number of pages in story, number
ofwords with 6 or more letters, number of words in the longest sentence, and number of syntactic
features. Syntactic features refer to contractions, use of negatives, change of verb tense, and so on.
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counterfactual-world stories = 8.74, SD = 0.14; mean rating literal stories = 8.89, SD =

0.13; F (2, 35) = 2.60, p = .09). The administration of programs 1 and 2 was also

counterbalanced across participants, see table 3.2 for a summary of the

counterbalancing and randomisation of critical texts and stories.

Table 3.1. Example Story Text with Critical Sentences Embedded

Section 1

Critical

Sentence

Section 2

Critical

Sentence

Section 3

Real-World Condition
Holly and Ben had flown into an asteroid storm. Giantrocks were crashing into the spaceship. It was going to
get damaged. CRASH!! WHACK!!! A rockhit the wing. The wing fell offand landed in the ocean below. The
ship was out o fcontrol. Hollv and Ben had to make an emergency landing. They were able to land on a beach

next to the huge ocean. There was a boat tied up next to a statue.

The gigantic clay statue shone in the sun light. It must have been at least tenfeet high.

Hollv and Ben could see the wing in the ocean. However, thev could also see some verv evil sharks. Holly and
Ben climbed into the boat. They made itto the wing in no time. Sadlv. theheaw wing had started to sink.
Hollv and Ben could not reach the wing from the boat. One o fthem would have tojump in for it. Holly dove

into the sea. She grabbed the wing.

However, a sharkwas approaching. It attacked Blood began to spill outo fHolly § arm.

Ben pulled Holly and the wing into the boat. Ben put the wing back on the spaceship. Thev then flew away

from the awful planet.
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Table 3.2. Counterbalancing and Randomisation ofmaterials

Program 1 Program 2
Critical Critical First target Second target
Type of
sentence sentence picture in picture in
passage
presented first presented first quadrant... quadrant...

literal CFW RW 2 3
CFW coherence elaborative 2 1
RW coherence elaborative 4 3
CFwW elaborative coherence 2 1
RW coherence elaborative 1 2
literal RW CFW 4 1
RW elaborative coherence 2

CFW coherence elaborative 3 2
CFW elaborative coherence 4 3
literal CFW RW 1 4
RW elaborative coherence 4 3
literal CFW RW 3 2
CFW elaborative coherence 1 4
CFW coherence elaborative 3 4
literal RW CFW 3 4
literal RW CFW 1 2
RW elaborative coherence 1 1
RW coherence elaborative 2 4

CFW - counterfactual-world, RW = real-world

3.1.1.2. Development of Critical Texts

Critical text refers to the sentence(s) which evokes a target inference, or in the literal
conditions, explicitly states the information needed to respond correctly. By assessing
responses to the different types of critical texts, the patterns of inferential skill (number
of errors) and time-course (reading speed) can be obtained. To explore these patterns six

types of critical text were created:

1. Real-world Coherence
2. Real-world Elaborative

3. Counterfactual-world Coherence
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4. Counterfactual-world Elaborative
5. Literal Real-world
6. Literal Counterfactual-world

3.1.1.2.1. Selection ofCoherence and Elaborative Inferences Types

There are several types of coherence and elaborative inferences (e.g. Graesser et al.,
1994). Exploration of all of these inferences is beyond the scope of this thesis. The
coherence and elaborative inferences selected for exploration were those deemed most

important during adolescence.

During Key Stages 2-4, CYP are expected to not just read a text, but to understand it
and thus extract relevant information from it (Department of Education, 2013).
Consequently, it is essential that CYP are able to create coherent situational models of
the texts they are presented with. Graesser et al., (1994) define global coherence as
localised chunks of information which have been hierarchically organised and
connected into higher-order chunks. Thus, global coherence is essential for
summarising a text. However, research suggests that global coherence is unlikely to be
achieved without local coherence (see Graesser et al., 1994 coherence assumption).
Graesser et al. (1994) define local coherence as “structures and processes that organise
elements, constituents, and references of adjacent clauses or short sequences of clauses"
(Graesser et al.,, 1994, pg. 371). Graesser et al. (1994) describe three types of local
coherence inferences: referential, case structure role assignment, and causal antecedent.
Referential and case structure role assignment inferences, although thought of as
essential for local coherence (e.g. Kintsch & van Dijk, 1978), are fairly basic and as
such are thought to be developed to an almost adult-like level by children aged 9-10
years (Ackerman, 1986). Causal antecedent inferences, on the other hand, refer to those
inferences which link or bridge together current actions/events/states with previous ones
(Graesser et al., 1994). Research suggests that causal antecedent inference-making
ability continues to develop throughout childhood and into adulthood (e.g. Ackerman,
1986; Casteel, 1993). Since these inferences are necessary for establishing explanations
for events occurring in a text (e.g. a character’s behaviour or the cause of an element
changing state), they are essential for both narrative and expository texts, making them

particularly important for success across the curriculum.

CYP must also be able to elaborate on a text during Key Stages 2-4, adding information

which, whilst not necessary for coherence, aids understanding by creating a more
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detailed picture (Department of Education, 2013). Graesser et al. (1994) describe five
types of elaborative inference: causal consequence inferences (more commonly known
as predictive inferences), instantiation of noun category inferences, instrumental
inferences, subordinate goal-action inferences, and static inferences. Static inferences
are likely to be particularly useful during Key Stages 2-4 since they refer to inferences
made about a character’s or object’s, traits, knowledge, beliefs and/or properties
(Graesser et al., 1994). When drawing opinions and conclusions about why a character
may react in a certain way it is necessary to infer what the agents in the text may have
known or believed. In science it is necessary to infer static properties of materials to
understand and predict potential uses (e.g. which material will be the best insulator),
changes in state (e.g. solid to liquid), and outcomes. Consequently, causal (coherence)

and static (elaborative) inferences were explored in this thesis.

3.1.1.2.2. Criteriafor Critical Texts

All critical texts were designed to meet the following criteria:
1. All critical texts must read naturally

Typically, previous research uses the same critical text in all conditions, varying only
one target word (e.g. Cook et al, 2001; Ferguson, 2012). This allows for strong
experimental control. However, in opposition to previous research, the critical texts in
the 1ST were embedded into stories to provide the critical text with a context and
encourage a natural reading process. The use of identical critical texts was likely to
result in the creation of contrived and repetitive stories. This issue could have been
overcome by creating two additional stories for each critical text and counterbalancing
these across participants. Due to time constraints this was not possible4. Subsequently,

36 unique critical texts were created.

With regards to interference, two identical sentences are usually employed to explore
differences in responses to the real-world alternative compared to the counterfactual-
world target. However, since the 1ST presents both the counterfactual-world target and

real-world alternative, real-world alternative control sentences were not needed.

454 as opposed to just 18 stories would have had to be created.
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2. All critical texts must have the same syllable length, syntactic structure, tone,

and readability level

To ensure response patterns reflect differences in inferential processing and not
linguistic processing features (e.g. text length, grammatical structures, reading
difficulty) critical texts were designed to be as similar as possible. Firstly, all critical
text were designed to be exactly 21 syllables in length. Critical texts were matched on
syllable length, as opposed to word length, as syllables are thought to provide a more
robust measure of reading speed than words (e.g. Just & Carpenter, 1980). Critical texts
were written using the same syntactic structures and tone and rated using Hatcher's
(2000) book grading formula”. All critical texts received readability ratings of 9 years or
less, with no significant differences between the six conditions (real-world coherence
mean = 7.60, SD = 0.48; real-world elaborative mean = 7.51, SD = 0.33; counterfactual-
world coherence mean = 7.77, SD = 0.81; counterfactual-world elaborative mean = 7.75,
SD = 0.68; literal real-world mean = 7.78, SD = 0.57; literal counterfactual-world mean
=7.68, SD = 0.69; F' (5, 35) = 0.19, p = 0.97). Subsequently, all critical texts should be

readable by even the youngest children in the study.
3. Elaborative critical texts should not promote online processing.

Research finds that elaborative inferences can be drawn online under certain conditions,
such as high contextual constraints resulting in few alternate possibilities, easily
accessible knowledge due to preceding activation or strong semantic constraints, or
when given enough processing time (e.g. Calvo, Castillo, & Schmalhofer, 2006). To
ensure elaborative inferences were not primed by individual words in the critical text,
the semantic associations between the words in the critical text and intended inference
were checked using the Edinburgh Associative Thesaurus database (EAT, 2013). If a
word was found to have a high semantic association with the target the word was
changed. Research shows that when tasks are repetitive and consistently require a
similar elaborative inference, participants are able to anticipate this and engage in the
strategic processing needed to complete the task when reading the critical sentences (e.g.
Calvo et al., 2006; Keenan et al., 1984). Consequently, results could suggest that an

elaborative inference has been drawn whilst reading, when in fact, if reading naturally,

5Words in a story was set to 101 when calculating readability grades for critical texts since critical texts
were embedded into a story. All other factors (e.g. words in longest sentence and syntactic features) were
calculated based solely on critical text.
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this may not have been the case. For this reason, critical texts were embedded into a
story as opposed to appearing at the end of a story. The need to draw inferences based
on several topics of knowledge should also minimise this anticipatory effect as
participants cannot predict the type of static property they should be making an
inference about. Some participants may still anticipate the generation of an inference
related to the properties of the object being described. However, there are so many

potential possibilities the reader is unlikely to try and generate them all.

Science-fiction texts are often used during Key Stages 2 and 3 to teach and reinforce
scientific principles (BBC Bitesize, 2014 - see science section). Subsequently, all
critical texts were designed to reflect information on one of six key scientific topics
(reproduction, transport and movement, communication, animal attacks, plant and
human anatomy, physical properties) currently taught during Key Stages 2 and 3,
identified through consultation with Key Stage 2 and 3 Science National Curriculums

and the BBC Bitesize Science website (see Appendix 3.2).

3.1.1.3. Development ofthe Forced-Choice Picture-Selection Task

Several picture databases exist. However, it was not possible to use these as implausible,
and in many cases novel, ideas needed to be depicted - e.g. a bear hatching from an egg.
Subsequently, it was necessary to create new pictures. The researcher read the critical
texts and then drew pictures based on her mental representation. The process of picture

creation is summarised in Figure 3.2.
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Critical Text

e.g., The shark attacked. Blood began to spill out ofHolly¥ arm

Creation of a Test Sentence Depicting Target InferenceTarget

Information Explicitly Stated

e.g., The shark had bitten Holly$ arm

Creation of Image Depicting Test Sentence

Figure 3.2. The Process ofPicture Creation

As discussed in Section 2.3.5., pictorial test stimuli are likely to be particularly
advantageous when assessing the real-world and counterfactual-world inference
generation abilities of a range of age groups as meaning can be extracted with more ease
from pictures than words. This is only the case if the picture adequately depicts the idea

intended. Consequently, all pictures were designed to meet the following criteria:

L. All pictures contain two to four key components
Research suggests that busy pictures (i.e. those containing a large number of elements)
can be difficult to interpret and can be more ambiguous than simpler pictures (e.g.
Szekely, D’amico, Devescovi, Federmeier, Herron, lyer, Jacobsen, & Bates, 2003;
Snodgrass & Vanderwart, 1980; Snodgrass & Yuditsky, 1996). Typically, the more
detailed the picture, the more difficult it is to interpret. Subsequently, simple drawings
were used, with the number of elements in each picture kept as consistent as possible,
such that each picture comprised only 2-4 elements - in the picture above there are three

elements: the shark, Holly and the sea.



2. All pictures are simple line drawings
Research shows that line drawings are easier to comprehend than real photographs
(Ryan & Schwartz, 1956). Hochberg (1972) argues that this is because line drawings
create a prototype - i.e. they convey only the key distinctive features of the object
making object identification easier. To ensure pictures were easy to interpret simple line

drawings were used.

3. Whenever possible, all pictures are black and white
Research shows that visually salient features such as colour can affect picture
processing, with visually distinctive elements attracting more attention than less
distinctive elements (e.g. Itti & Koch, 2000; Parkhurst, Law, & Niebur, 2002). Unless
colour was one of the static properties being assessed, all pictures were presented in

black and white.

3.1.1.3.1. Design ofFillers

Three filler pictures were created for each item, with one filler in the counterfactual-
world conditions always depicting the real-world alternative. In both real-world and
counterfactual-world conditions, one filler also depicted the literal state of events in the
inference conditions. Research shows that processing of a visual scene can be affected
by both visually salient features (Itti & Koch, 2000) and those features likely to be
interesting or meaningful to the participant (Wright, 2005). Therefore, all fillers were
designed to be as similar as possible to target pictures, comprising the same
composition and components - see Table 3.3. for examples. The positioning of the
target item was pseudo-randomised so that the target item appeared in each quadrant
nine times (see Table 3.3.). To do this a random 36 item number sequence containing

the numbers 1to 4 was created using a random number generator.
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Table 3.3. Examples of Targetpictures and relatedfillers

Test Item

Test Sentence:
The snake had bitten Holly ¥ ankle (a/ryj e J |
Target:
Top Left Quadrant

1 ({1{1{ b .1

liz L I
Test Sentence:
The shark had bitten Holly ¥ arm i
Target:

Top Left Quadrant 1 CIx

Test Sentence:

The leaves on the tree were red
Target:

Bottom Left Quadrant
Real-world Alternative:

Top Right Quadrant

3.1.1.4. Additional considerations
3.1.1.4.1. Comprehension Questions

In addition to embedding the critical sentences into story text, two comprehension
questions were created to follow each story. Consistent with previous research, this was
to encourage participants to engage with the stories and read carefully with the goal of
understanding the text (e.g. Calvo et al., 2006; Long, Oppy, & Seely, 1994). One of the
comprehension questions required knowledge explicitly stated in the text. The other
comprehension question required an emotional inference; emotional inference questions
were used as these inferences had not been assessed in any other part of the task.
Emotional inferences refer to an emotional response of the character - e.g. when
reading ‘Billy is being bullied’ a reader may infer that Billy is feeling sad. Emotional
inferences fall into the coherence inference category and thus should be drawn whilst
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reading. However, emotional inferences are often linked to global coherence and thus
often relate to comprehension of the whole story. In addition, emotional inferences were
selected since this inference was applicable to all stories and unlike many of the other
coherence inferences did not overlap with the causal coherence inferences being
assessed. The location in the passage to which the question pertained was varied to

encourage deep level processing ofthe whole text.

The comprehension questions were presented one at a time using a true or false format,

similar to that used by Long et al. (1994) and Till et al., (1988). Participants were

instructed to press the key ('k') witha L  sticker on it if they thought the answer was

true and the key ('s') with a ~ sticker on it if they thought the answer was false.
Examples of the comprehension questions used can be found in Table 4.3. The answer
to the comprehension questions was true half of the time. True or false response
methods, as opposed to free recall comprehension questions, are particularly beneficial
in the 1ST as it means all elements of the task can be presented and responded to on the
laptop. The physical act of task switching is reduced, meaning the task can run more

efficiently.

3.1.1.4.2. Instructions

Research suggests that reading aloud disrupts the natural reading process, leading to the
text being processed at a surface-level only (e.g. Keefe & McDaniel, 199). To promote a
natural reading process participants were asked to read silently. Full instructions can be

found in Section 4.2.1.4.

3.1.1.4.3. Practice Trials

Participants were presented with 20 practice trials to allow them to become familiar
with the coloured button response method. In these practice trials a shape appeared in
one of the coloured quadrants; participants had to indicate, using the coloured buttons,
where the shape had appeared as fast as possible - see section 4.1.1 for further details
on response method. Ford and Milosky (2008) used a similar practice procedure when
using a FCPST. If the researcher felt participants were struggling with the response

method during practice trials, further instruction was given.
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The task was presented on a HP ProBook Laptop using E-Prime software (Psychology
Software Tools, Pittsburugh, PA) to present stimuli and record number of errors and

reading speed (recorded in milliseconds).

3.1.2. Current Study

To evaluate the validity of the newly designed test stimuli, Stage 1 of this study
explored the critical text’s ability to elicit the type of processing expected. Stage 2
explored whether pictorial stimuli depicted the idea intended, ease of interpretation of
pictures, and plausibility of ideas depicted. Since this study is concerned with the
evaluation of test stimuli, as opposed to comparing different age groups, it was only

necessary to use a child and an adult group.

3.2. Stage 1: Evaluation of Inferences Evoked by the Critical Text

Research shows that inferential skill and time-course vary depending on the type of
inferential processing required (e.g. Bowyer-Crane & Snowling, 2010; Calvo et al.,
2006; Virtue et al., 2008). To explore these patterns, the critical texts were carefully
designed to evoke coherence-inference, elaborative-inference, or literal processing.
Participants were asked to indicate the type of processing they engaged in when
presented with the critical sentences intended for use in the IST. This was assessed
using a difficulty scale. In accordance with Graesser et al.'s (1994) definitions of
different inference types, a difficulty score of 1 (very easy) referred to literal processing,
a difficulty score of 2 (easy) referred to coherence inferential processing, and a
difficulty score of 3 (medium) referred to elaborative inferential processing. A difficulty
score of4 (hard) was also used, which reflected no or a limited connection between the
critical sentences and test sentence. If critical sentences evoke the type of processing
intended, then they should consistently receive the associated rating. It was predicted
that all critical sentences would receive the expected rating at least 80% ofthe time (this
cut off is in line with Calvo & colleagues' criteria for judging the validity of inference-
inducing sentences; Calvo, 2000; Calvo et al., 1999; Calvo, Castillo & Schmalhofer,
2006).

92



3.2.1. Method
3.2.1.1. Participants

10 adults (mean age = 24.90 years, SD = 7.06, range = 18-40 years, 5 females) and 10
CYP (mean age = 9.60 years, SD = 0.84, range = 9-11 years, 6 females) were recruited.
Adults were recruited from Sheffield Hallam University undergraduate and
postgraduate courses and the researcher's local area. All undergraduate students
received research credits for their participation. CYP were recruited from sports groups
at a local leisure centre. All participants were native speakers of English and did not
have a known learning difficulty. All participants had normal or corrected to normal

vision (e.g. contact lenses or glasses) and none were colour blind.

3.2.1.2. Design and Materials
3.2.1.2.1. Critical Text Booklet

A 36 item paper-based booklet was created to assess the type of inference evoked by
each critical text. Each item consisted of the critical text followed by the expected
inference (test sentence). 12 items reflected those critical sentences designed to evoke
coherence inferences, 12 items reflected those critical sentences designed to evoke
elaborative inferences, and 12 items reflected those critical sentences used in the literal
stories. See Table 3.4. for examples and Appendix 3.3 for a full list of critical texts and
test sentences. The order in which sentences were presented in the questionnaire was
randomised using a random number generator. All participants received the sentences in

the same order.

Table 3.4. Example Critical Text and Test Sentencesfor Literal, Coherence and

Elaborative Conditions

Literal Coherence Elaborative

Critical Text Thefish ran across the Holly planteda tiny  Whilst shaped like a

green grass, leaving a  seed. A century later  human hand, it was

trail ofpink sticky an oak tree stoodin  like a bird's wing in
slime as he vent. itsplace. every otherway
possible.
Test Sentence  The wet fish ran The seed had grown  The man's hands were
across the grass. into a huge oak tree.  covered in feathers.

For each item participants rated how easy it was to make the connection between the

critical sentence and the test sentence (a processing rating) on a 4-point likert scale,
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where 1 = very easy and 4 = hard. Definitions for each point on the scale were given at

the start — see Table 3.5.
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The first three definitions were adapted from those given by Graesser et al. (1994) and

correspond to literal, coherence, and elaborative inferential processing, respectively.

The definitions were read aloud and then explained in simpler terms for the CYP.
Before starting the questionnaire all participants were asked to explain to the researcher
what each rating meant. Participants did not complete the task until the researcher was
happy that they fully understood each definition. Answers were scored as correct if the
participant selected the rating thought to be elicited by the critical text. A high accuracy
rating indicates a critical sentence which reliably evoked the intended inferential (or
literal) processing. A low accuracy rating indicates that a critical sentence did not evoke

the intended processing.

3.2.1.3. Procedure

Written consent was also gained from all adults. The three-tiered method of consent
detailed in Section 5.3.3. was used to obtain consent from all CYP - this includes
written organisational, parental6, and child consent. All participants completed the
booklet individually in a quiet area (e.g. a lab room or break out space in the CYP's

leisure centre/sports club). All participants were given the following instructions:

77 this booklet there are 36 short passages about some fictitious
planets. 1 would like you to read these passages very carefully. The
passages will be in italics. A short sentence in boldfont will follow
every passage. I would like you to tell me how easy or difficult it was
to make the connection between the passage and sentence using the

following scale. ’

The rating scale and associated definitions were then explained to participants. Once the
researcher was sure the participant understood the rating scale and definitions, an
example was given. Participants then completed the booklet. The researcher was always
close by in case the CYP needed any help reading the sentences. Adults took
approximately 15-20 minutes and CYP took approximately 20-25 minutes to complete
the questionnaire. Once participants had completed the questionnaire they were thanked

and debriefed, CYP were also given a goody bag and letter of thanks for their parents.

6 The term parental/parent is used in this thesis to refer to the wide range of individuals who care for CYP.
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3.2.2. Results

If a critical text received the rating representing the inferential processing intended, it
was scored as correct. A mean accuracy percentage was then calculated for each item.
When looking at the ratings given by the children, 34 out of 36 items received the
inference rating expected at least 80% of the time (see Appendix 3.4 for critical

sentence accuracy ratings).

Items 13b (furry fish) and 15b (running fish) were designed to evoke literal processing,
however, item 13b was only rated as requiring literal processing 50% of the time, and
item 15b, 40% of the time. It was thought that this was due to the wording of the test
sentence as opposed to the wording of the critical text. Both items 13b and 15b are
counterfactual-world items, but the test sentence refers to 'this planet' (e.g. 'Thefish on
this planet are covered infur'). This phrase was meant to refer to the planet upon which
the furry fish/running fish'lived. However, CYP may have thought the sentence was
referring to Earth, causing confusion and a more difficult decision-making process. The
wording of the test sentences in these items was changed to remove the ambiguity
caused by the use of 'this planet’ before the booklet was given to adults, all other items
remained the same in the booklet given to adults and children. The newly modified item
13b and 15b were given a rating of 1 (the expected rating associated with literal
processing) at least 80% of the time by adults. Inspection of individual item ratings
given by adults found that all items received the processing rating expected at least 80%

ofthe time (see Appendix 3.4 for a full list of percentage ratings).

After removing responses to items 13b and 15b (5.56% of the child data) from the
children's data set a participant mean accuracy percentage was calculated for both adults
and children for each condition. As can be seen from Table 3.6. the mean accuracy
percentage was 80% or over for all conditions. This suggests that for all conditions the
critical texts were consistently rated as evoking the inferential processing intended.

Therefore, the critical sentences appear suitable for use in the 1ST.
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Table 3.6. Mean Critical Text Accuracy Percentages (and Standard Deviations) across

All Conditionsfor Both Adults and Children

Real-World Information Counterfactual-World Information
Literal Coherence Elaborative Literal Coherence Elaborative
82.00 91.67 83.33 86.00 91.67 86.67
Children
(4.47) (7.53) (5.16) (8.95) (7.53) (8.17)
88.33 91.67 90.00 88.33 88.33 88.33
Adults
(8.37) (7.53) (8.94) (8.94) (9.83) (7.53)

3.3. Stage 2: Evaluation of the Interpretation, Processing Difficulty, and
Plausibility of Pictorial Stimuli

As discussed in Section 2.3.3., research suggests pictures, as opposed to text, allow
direct access to meaning and may be more suitable for the assessment of a range of age
groups. However, this is only the case if the pictures adequately depict what they are
supposed to and are easy to interpret. Stage 2 of the study evaluated whether the

pictures:

* depicted the idea intended,

* were easy to interpret,

* in the case of real-world target items (and real-world alternative filler items in

counterfactual-world conditions), depicted plausible ideas,

* in the case of counterfactual-world target items, depicted implausible ideas.
To determine if the pictures depicted the ideas intended participants were asked to
describe the picture. Participants then rated how difficu