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Abstract

In a typical Ad Hoc network, participating nodesréacarce shared bandwidth and limited batteryré&ources, so
resource optimization and enhancing the overalwogt performance are the primary aims to maintaincfionality. This
paper proposes a new cross layer Medium Accessr@qMAC) algorithm called Location Based Transnussusing a
Neighbour Aware with optimized Extended Inter-Fragpacing (EIFS) for Ad Hoc Networks MAC (LBT-NA wkitoptimized-
EIFS MAC) that aims to reduce the transmission powieen communicating with the next hop receivereldasn node’s
location which is made available during node deplent. However, node mobility is not taken into agaain the study of this
paper. According to the algorithm the node dynaftyiGadjusts its transmission power, if there isamtive neighbour located
beyond the communicating source and destination tpaavoid hidden nodes. The new protocol alsongsfian optimized
EIFS when frame collision, frame error or frametoap takes place, in-order to maintain a fair cleratcess among the
contending nodes. The proposed MAC also uses afiedange of random backoff values, based on dgrak of contention
unlike IEEE 802.11 series which uses a fixed randaakoff value for fresh frames irrespective of tregyree of contention.
Simulation results indicate that in a random togglwith a random source and destination, whenwlwesburces are separated
by a minimum distance of 200m, the performance gaipower controlled MAC over IEEE 802.11b rangesif 30% to 70%
depending on the type of traffics in the networkl &ne degree of fairness ranges from 62% to 99.689% location based
MAC with minimum power transmission, whereas LBT-MA&h optimized-EIFS MAC secures fairness indexgiag from
75% to 99.99%. Communication with a node that is12@vay can save 40% of the battery life in compari® the traditional
transmission power MAC from 802.11b. The validatiests demonstrate that the proposed algorithne@sas battery life and
reduces the interference impact on shorter distanoemunication and increases the probability ojpelrtransmission. The
proposed protocol also provides a scope for activees to transmit with a higher degree of probigbiproviding higher
degree of overall network throughput in the envin@mt and alleviate the starvation of hidden nodeiskiig Dynamic EIFS
scheme.

Keywords- Ad Hoc, Cross Layer, MAC, Transmission Power, Qd8&work Saturation.

1. INTRODUCTION transmission range is low, the overall interferedeereases
but the number of hops between the source andetindtion
increases. As a result, the end-to-end per-floaugihput may
decrease [1], but the reuse factor in terms ofufeegy and
space increases, so the overall network performailtebe
increased due to the higher probability of conatrre
transmission. Therefore, the paper aims to contie
transmission power to reduce interference level explore
the probability of concurrent transmission to gawerall
network performance. However, controlling transtioiss
power may lead to higher degree of hidden nodesctwh
steers to unfair channel access) and unstable ceade
connectivity when nodes are mobile. The other fesusf this

In a resource-constrained Ad Hoc networks,
interference is a significant limiting factor intaeving high
throughput. As the interference range is directigpprtional
to the transmission range, controlling transmissiange of
the active nodes dictates the density of parallel
simultaneous communication and subsequently theabve
network performance. In such networks, using a elarg
transmission range reduces the number of hops batie
source and destination, so the per-flow throughpaly be
increased in absence of other contending data flb\ea/ever,
it increases the overall interference level, so ¢hances of
fﬁ:g‘j/ggf rgr(?tr\:\/sc:?llsps):ec;?olrr:n;??:r;gg(r:gggg(\e/\lll?elﬁ:mﬁ T?li)sf’ paper i_nclude_ saving battery Ii_fe and avoiding Ieiuiahod_es to

maintain a high degree of fairness among contentimgs

active nodes increases. On the other hand, when tr\]/vehen different transmission powers are used. Sihegfocus



is not on end-to-end link connectivity and routingpbility is
not taken into account in this paper, but the werlocused on
the MAC and the physical
communication to explore concurrent transmissiatteby life
and fairness. Some of the applications of staticHad could
be random positioning of nodes during disaster mament
to communicate with the nearest neighbour,
deployment of nodes for sharing information
neighbourhood in a stationed battlefield, randomlagnent
of nodes for site survey, deployment of random sode
football field, mega Ad Hoc events in indoor or dar, city
centres, train station or airport for a temporamgeegency
hotspot to mention few.

closer, using a fixed transmission power leads sigaificant
interference coverage and unnecessary wastageeajyeris

layer using a single hopshown in Figure 1(l), even though node A and noded3only

100m away, when node B communicates with node A wit

fixed high transmission power e.g. to cover 2501me t

activities of node C and node D are disturbed h&esd¢ nodes

randonmave to defer channel access when node B commasivath
with node A. On the other hand, considering the samwanket

scenario with a power controlled communication dase the
location of the nodes, as shown in Figure 1 (I§d& B can
send data to node A, while node C communicates matle D
in concurrent. In such an approach, the area efference
decreases drastically, so the probability of corenr
transmission increases. Moreover, the overall pides of a

The authors of [2]-[4] designed variant of powernode is expected to be increased, because nodiwtisin in

control MAC for wireless Ad Hoc networks, and ahet

a network is random and communication between todes

proposed mechanisms used a maximum transmissioerpowmay not always require a high transmission powemvéler,
for Request to Send (RTS) and Clear to Send (Co8)ral communication using a fixed minimal power basedtbe
frames and a minimum transmission power for Datd anlocation may also lead to an unfavourable situatibminfair
Acknowledgement (ACK) frames. While achieving thaim  channel access among the contending neighbourhood

of reducing an interference range while sendingaDeimes,
the proposed mechanisms have an inherent limitatiecause
the overall probability of concurrent transmissiaran
extensively be affected, since RTS and CTS colfitaohes are
sent using high transmission power. The authorfspfised
different approach in controlling transmission poway
considering a set of power levels, starting withloav
transmission power while discovering or sendingadat the
next hop node. If the next hop node is unreachableigher
level of transmission power is considered until text hop
node is discovered or until it reaches the highmsisible
transmission power level, whichever is earlier. Tih@tation
of such technique is that each node will try witlffedent
transmission power levels without knowing whethemill
result in successful discovery or sending datéhéortext hop
node.
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Figure 1: Using a Fixed Transmission Range (I) gsirLocation
Based Power Controlled Transmission (l1).

especially due to hidden nodes.

Transmission Range

Figure 2: Unfair Access Using Minimal Power Transsion Based
on Location.

When two or more active neighbours use different
transmission power, then the level of interfereegperience
among the neighbourhood varies. A case where ode nses
a higher transmission power and other neighbourenod
communicates using a low transmission power is show
Figure 2. In this network topology, node B and n&isend
data to node A and node D using a transmission p&yand
P, respectively, wheré;> P, and distance > > ,
where . distance between node and nodej. In this
scenario, the following statements are valid.

i. When node A is active, node C and node D are within
its interference range and node A is out of thadmission

Standard wireless communication is based on using t%nge of nodes C and D, so they are hidden fror etier.

fixed transmission power irrespective of the cominating

ii. When node B is active, node C is within its

distance, which leads to using a higher than ne@cgss (,nsmission range, but node D is still hidden faiig within

transmission power when the communicating pair<kse to
each other. Thus, in a scenario where communicatiig are

B's interference range.



iii.
disturbed because of the interference range of 1@d€hus
activities of node A and B hugely disturbed theiéties of
node C and node D compared to the interferenceupsztiby
node C and node D upon node A and node B.

iv.
node B is out of the transmission range of nod8d&;.node B
is not aware of node C even though node C is awhtbe
activity of node B. In such scenario, the paper saito

renegotiate the transmission power of node C whil(?r

communicating with node D, so that node C is nogén

hidden to node B. Thus, node B and node A commtmica

using transmission powé&, node C communicates with node
D with a new powelP, and node D communicates with the
initial minimum powerP,, whereP;> P,> P,to reciprocate
with the distances > >

Even if the transmission power is adjusted to redhe
hidden node issues, all the hidden node problemaatabe
resolved. Considering Figure 2 again, it is cléwat thode D
cannot adjust its transmission power since nodesDhat
within the transmission range of other active nblrs
except node C with which communication is takingcgl. In
such a scenario, where a hidden node is silencedthgr
active nodes, an unfair channel access still gecsisn view
of such issues, authors of [6] surveyed the redemélopment
of MAC protocols in terms of solving the hidden eadsues.
In Figure 2 when node A or node B is active, nodedD
neither interpret who initiates the transmission the type of
frames since it is out of their transmission rangesn though
it lies within their interference ranges. In sudtuation, the
standard carrier sensing IEEE 802.11 mechanismergdef
channel access for a fixed EIFS, by assuming that t
overheard transmission is an ACK frame althoughfthme
could have been any other frame type. The authbrg]o

proposed an enhanced carrier sensing mechanismewher

deferring the channel access is based on obsetlvetength
of the frames and correspondingly identifying fype to
provide fair access among the flows in the netwdnk, the
authors considered a fixed maximum data frame.igorg 2,
if node A or node B is active, and in the mean timee D is
receiving data from node C, the stronger signalukhde
captured instead of considering it as a collisind eeceive the
data if it is intended for the node or defer charmecess
accurately based on the type of the overheard fifiihés not
intended for the node. In such scenario of overhgar
multiple signals, the IEEE 802.11 standard defdranoel
access for a fixed EIFS time. The authors of [d] dot deal
with the capture scenario where multiple signatésarerheard
at the same time.

The remainder of the paper is structured as falow
Detail surveys on transmission controlled protocealse
discussed in section 2 and the proposed MAC isrithestin
detail in section 3. Section 4 provides the disaumssnd the
evaluation of the results, and finally section :@ades the
paper by proposing a number of future directions.

Node C is within node B's transmission range, bu

When node C or node D is active, only node B is2. TRANSMISSION POWER CONTROL IN AD HOC

NETWORKS

Different approaches were investigated by various
authors to reduce interference and improve theopadnce of
Ehe overall network by controlling the transmissipower. A
power controlled MAC named POWMAC is discusseddh [
and [9], where the authors use the RTS and the €&@nh#&ol
frames for advertising the signal strength andxéhanges N
umber of RTS/CTS pairs for securing N concurrent
ansmissions. It also introduces an additionaltrobrframe
and access windows to determine when to send the da
concurrently. Thus, this approach involves a sigaift
control overhead. In order to reduce the signallngden,
[10] proposed an adaptive power control MAC by gsimly
the RTS and CTS for collecting transmission powkithe
active neighbours and interference level. In ordevalidate
its claims, the study assumes that the transmissioge and
the carrier sensing range are identical, whickaiker artificial
as the carrier sensing range is typically greatemtthe
transmission range. Such approaches use a maximum
transmission power for RTS and CTS control franbes,use
only the required power for Data and ACK frames,tlse
probability of collision is high at both the sendand the
receiving ends. To reduce the degree of collisionsiich
approaches, a new power controlled MAC is propasdl]
which utilizes the fragmentation mechanism of IE&ER.11
MAC and controls the transmission power based om
fragmentation technique. In this mechanism, allRi&, CTS
and ACK frames corresponding to fragmented datadsaare
sent with maximum transmission power except thedas, to
reduce collision with the surrounding active neights. The
limitation of this approach is that fragmentatiared not occur
unless the frame size reaches the Maximum Traridfér
(MTU) of the link.

A cross layer technique combining scheduling, routi
and power control transmission is proposed in [b2ked on
the Time Division Multiple Access (TDMA) mechanism.
Using deterministic access in distributed Ad Hobwoeks is
highly challenging due to synchronisation issuesenvithe
number of the participating nodes in the networ&rges and
allocating slots to nodes that have no data idfigiefit. The
authors of [13] presented that in an optimal powentrol
mechanism approach, to improve spatial utilizatisenders
should not send with just enough power to reacmthe hop
node, but they should use a higher transmissionepof
power control transmission based on the interfereand
distance estimation is designed in [14], but suctapproach
suffers from distinguishing the differences betwdba low
power transmissions for short distances from higiwey
transmission with long distances. Authors of [15bgosed a
collision avoidance MAC based on adjusting the poleeel
of the source node, so that the active neighboumgthstand
its interference level. A power control MAC mechanij
where control frames like RTS-CTS use maximum
transmission power and the Data-ACK uses minimumveoo
is designed in [16]. However, in this mechanisntjquically



Data frames are sent using a maximum power, so theat
neighbours within a sensing range can sense ifsitgcto
avoid nodes from being hidden. This approach sawesgy
mainly by sending Data-ACK with minimum transmissio
power, but the probability of introducing paraltedinsmission
is significantly reduced because RTS-CTS are seitlh w
maximum power. The nodes which are within a reoepti
range of RTS-CTS generators will avoid transmissind wait
for the necessary Network Allocation Vector (NAWY avoid
collision. To avoid such problems, the authors af7][
designed a new method where the RTS messages tasento
with a constant maximum power. Instead, transmissiarts
with a lower transmission power which is also atised in
the message, but the CTS frames are sent with naxim
power to alert any neighbours that have data td.SEnis may
subsequently lead to varying transmission rangimognfthe
same node, so active neighbours experience an niagree
of interference, which may lead to unfair end-taten
throughput. Authors of [18introduced a mechanism where
the transmission power is reduced based on theedegf
contention by monitoring the contention window. rAde-off
between the bandwidth, latency and network conviecti
during transmission power control Ad Hoc networls i
proposed in [19]. An energy aware adaptation foEHE
802.15.4/ZigBee sensor networks is designed bytitieors of
[20] to capture the reliability requirements of application to
automatically configure the MAC based on the nelwor
topology and traffic condition. Focusing on thensmission
power control, the study presented in [21] suggebts
obtaining an optimal transmission power is an NRtha
problem even if the node has the entire knowledf¢he
network and uses a deterministic approach to opéinthe
durability of the battery life.

throughput can fluctuate depending on the activdfythe
neighbourhood. The authors of [25] studied the egac hode
throughput capacity of a Mobile Ad Hoc Network (MAN)
when the transmission power of each node is cdettdio
adapt to a specified transmission range. Some athtrors
worked on controlling the network topology by catesing
the interference level experienced by a node fodetay
constrained mobile Ad Hoc networks and one suclesgned
by the authors of [26].

This paper is an extension of the work carried iaut
[27] where location information is used to estimate
distance between the communicating nodes and udgsao
minimum transmission power while communicating wiitie
next hop. In such approach, due to the distribntgdre of the
nodes, the distances between the nodes vary and avhede
communicates with the next hop using a higher trassion
power due to longer distance, other neighbour nodes
communicating with a shorter distance will be hidde such
scenario, a node using a higher transmission ptakess over
the channel and the nodes communicating with atehor
distance starve due to interference.

When the transmission power is controlled, in ortder
reduce or avoid or solve the hidden node issués, pthper
proposes two different mechanisms. Firstly, theppsed
mechanism adjusts the transmission power if thezeother
active neighbours communicating with a higher power
avoid the hidden node issue. If there is no interfeactive
neighbour, a node uses a minimum transmission poler
detailed explanation on how to estimate an optimal
transmission power is elaborated in section 3.3.efVh
transmission power varies based on the distance of
communication, it is impossible to resolve all tiidden node

The authors of [22] designed a power controlledissues by increasing or decreasing transmissiorepeofvthe

transmission by sending control messages contaitireg
transmission power information using a
transmission power in the Announcement Traffic ¢ation
Message (ATIM) window while the data packets aret s
the minimum required transmission power during tsa
window and in this method by considering the sepgiower
or the transmission power information of the contnessages

participating active nodes. Therefore, a node thitg within

maximuman interference range of other active node willaglsvreceive

an erroneous frame and does not have any informatiout
those active nodes. In such cases, deferring channess for
a fixed amount of time is never accurate and a vaitlgn a
sensing range of other active node is not awarteframe
transmission duration and when or how long the rotiueles

a neighbour node checks to decide if it can transmiwill be active. Thus, in the second approach ireotd avoid

concurrently. In [23] the authors designed a trassion
power mechanism which is adapted based on the asiim
local vehicle density to change the transmissiongea
dynamically and based on the collision rate the €%¢ is
also adapted to enable service differentiationaBglysing the
relationships among the transmission range, caseesing
range, and interference range under different inésson
power strengths, the authors of [24] designed fraonks to
avoid hidden nodes created by the expansion of
interference range of the receiver due to the odat
transmission power of the sender by consideringeeithe
transmission range or carrier-sensing range ofsdreder or
the receiver to cover the interference range of rdeeiver.
When the transmission power is controlled then pede

hidden nodes, reduce collision during overhearingtipie
signals and to ensure fairness when a node fallsirwan
interfering range of others, a dynamic EIFS defigyri
technique is proposed rather than using a fixedSENhile
deferring during the busy state of a channel ardBH-S is
based on the frame type and it is interpreted basedhe
duration of the busy state of the channel. The ildeta
explanation is elaborated later in section 3.4. &dwer, when

ththe transmission power is controlled based on dlation of

the nodes, the transmission coverage changes dyalynso
is the number of contenders within a transmissimrecage. In
order to save energy and enhance the network peafure
when less active neighbours are involved, a newkdfac



technique based on the degree of contention iguediin
section 3.5.

3. POWER CONTROL CROSSL AYER

field strength variations of the signal when thdeana is
displaced for a large distance is not considered tuthe
assumption of a perfect channel condition, but okafading
over a distance is considered in both the propagatiodels.
Moreover, in this study, only the interference ealiby other

As highlighted by prior research, the transmissionactive participating nodes of the network is coasgd|, but the

power does have a significant influence on the oegkw
capacity, particularly for relatively high node déy, due to
the high degree of transmission and interferenea averlap.
To reduce the impact of these issues, this papgroges a
new cross layer MAC called Location Based Transimiss
using a Neighbour Aware with optimized EIFS MAC fad
Hoc Networks (LBT-NA with optimized EIFS MAC).The
proposed protocol consists of three parts: firstBlculating
the power of transmission using location informatiby
considering the optimal distance among the acteighbours;
secondly, proposing an optimized EIFS based onptheer
calculations; lastly, implementing a new random Kodfc
algorithm based on the number of active neighbowrder to
enhance the utilisation of shared resources. Thlpgsed
power controlled cross layer MAC is described ire th
following subsections.

3.1. Assumptions of the Wireless Model

As described by the authors of [28], this work also

follows a simple wireless communication model watperfect
radio propagation channel as used in academicipeaaith
the following assumptions:

i.  The surface of communication is flat.
ii. Aradio’'s transmission area is circular.
iii.

move and use the same transmission power.

If node A can hear node B, then node B can alsc
hear node A (symmetry), provided nodes don't

interference caused by other external environmdatabrs is
not taken into account. In case of overhearing iplelsignals,
frame loss due to collision is considered unless of the
signals is ten times higher than the interferingnals. The
mechanism uses a distance path-loss componentthieut
reception decision is based on the threshold ofrélceiving
signal strength calle&XThresh In the study, the energy used
by an active node when acquiring the location imfation is
not taken into account mainly because node mobikty
restricted and once the nodes are deployed continuo
availability of location information is not necepgéunless the
deployed nodes are mobile). Moreover, in this staahiling
location information is a one-time event which hepgd
during node deployment, so the dominant usage efggn
utilisation takes place only during data commurigcatLastly,
the study also assumes that packets generatedybgoamce
are of same size and it is considered to be 1008sguring
simulation.

Receiver

=)

Transmitter

=)

T
Line of Sight

Transmitter Receiver

iv. If node A can hear node B at all, node A can
hear node B perfectly.
v. Signal strength is a function of distance.

In addition, the proposed model also assumes the

each node is aware of its current location with lile¢p of a
Global Positioning System (GPS). In the study dguéradio
propagation channel is considered. Each node isleshavith
two propagation models namely Friis and Two Rayuatb
When a node communicates using Friis propagatiotemthe
effects of obstruction, reflection, refraction asdattering
upon the signal are not considered, because itressthat the
communicating nodes lie within the line of sightsdmwn in
Figure 3 (). When the communicating distance ighhthe
node considers the Two Ray Ground propagation medete
both the reflected signal and the strong line ghsssignal are
taken into account, so that it can handle the isefie
obstruction better as depicted in Figure 3 @mpared to
Friis model. Each node can switch from one propagat
model to another based on the distance of commtimic& he
detailed method on selecting the propagation maodel
described in section 3.2. However, the issue ofleWing i.e.

=\ Line of Sight A

5
>

Reflected Signal

II

Figure 3: (I) Friis Propagation Model (I1) Two R&round
Propagation Model.

3.2. Transmission Power Calculation

The proposed model does not use any additional
control frames for exchanging location informatidout new
fields are introduced in the RTS and the CTS frarees
exchange the location information between the soard the
destination (an additional overhead of only:4x2¥8b each).
Since the nodes are deployed in 2D environmeny;, thrd X-



Axis andY-Axisvalues are exchanged. When a node has a daRay Ground propagation model is not favourable gbort

to send, it starts by broadcasting an RTS framfellapower
and the intended next hop receiver replies withT& Control
frame to reserve the channel. When the intendetindésn
node N, with coordinates Xp,Yp,0) receives an RTS frame
from a Source node Nwhich is located at{s,Ys,0), it extracts
the location information and calculates the comesiing

Euclidian distancel = between the
two nodes. Likewise, upon receiving a CTS frame, gburce
also calculates the distance between the two néddes.result,
the source and the next hop destination are awhréheo
relative distance between them upon receiving tf#¢ RTS
and the first CTS frames. Following the exchangeheffirst
RTS/CTS frames, the rest of the control framesher data
frames are communicated using the newly estimatadep
based on the distance. The wireless model assurpesfect
channel condition; otherwise the newly calculateidimum
power should be estimated to cower to compensate the
effect of shadowing and other signal attenuatinth dass
factors due to obstruction and the environmentatitmn.

distance communication due to the oscillation cdusg the
constructive and destructive combination of the tsignals
arriving from the reflected ground and the linesafht. The
cross-over distance is an approximation of theadist after
which the received power decays with its fourtheordf the
communicating distance and the cross-over distgngg is
calculated using (3). In order to obtain an optimal
performance, in this paper, Friis propagation madelised
when the distance of communication is below thessmver
distance, and the system automatically switches Two Ray
Ground propagation technique otherwise. The vagsmbland
of (1) and (2) represent the transmitted signangth and
the received signal strength respectively, when
communicating pair are separated by a distancectallThe
antenna’s transmitter gain, receiver gain, heightamsmitter,
height of receiver, frequency of the signal, wamgté of the
signal and the system loss are represented, b9, h;, h;, f,!
and L respectively. The algorithm for estimating
transmission power based on the distance of
communicating pair when the activities of the néiglrs are

the

the
the

One of the drawbacks of the newly calculated mihimataken into account is described in Table The Two Ray

power communication in a distance-based power obhed
mechanism is that a pair of nodes communicatingr ave
longer distance can seize the channel over itshbeigrs
communicating with a shorter distance. On the othend,
those communicating over short distances in preseoic

longer distances can be starved due to high leviel ovhich vyields

interference. In order to avoid such situationsewheighbour
nodes are active, an optimized transmission posvestimated
by considering the distances of all the active nledyrs to
reduce hidden node issues and provide fair comerstimong
the competing nodes. The optimal distance of npde

= Max{ diq } where,q ={1,2,... K".....N} = {i}, which are the
active neighbours around node

I 1)

# # @)

®)

The transmission power is calculated using (1)rwhe

Friis propagation model is considered and it ugg$or a Two
Ray Ground propagation model. Friis propagation ehas
ideal for a short distance communication, since lif sight
propagation is considered as discussed in [29-8d] these
authors also mentioned that Two Ray Ground propagat
model is efficient for a long distance communicatidue to
consideration of the reflected ground signals a$ agethe line
of sight signals. The authors also found out thathg Two

Ground propagation model also has its own limitai real
life application in comparison to basic Freespaameh like
Friis as mentioned by the authors of [32], and #duthors
introduced a new propagation model based on thesepha
difference of interfering signals and a reflectiooefficient

a better result for an unobstructed
communication between the sender and the receiver.

3.3. Adjusting Transmission Power
Some of the symbols and terminologies used while

calculating and adjusting the transmission powsedaon the
distance and neighbour activity are listed below.

Y%e: : Frame Type 6 . Received power strength.
(s: Control Frame 7 )93};) : Nodei overheard either RTS
(y : RTS Frame or CTS frames from node k.

(s): CTS Frame ;;». : Node ID of the frame/frame
(g 1 ACK frame generator.
(. :Data Frame 7<=8>?@AR This table records the
: Frame length IDs and counts of nod& when i
: Routing Frame overheard.
: Counting the number of RTS CD_: A table recording the active
generated by active node j. neighbour of node )
05y : Counting the number of CTS Chs.. : The number of active entry
generated by active node j. in ¢t
21 - node i receives an RTS 0.,73) . Distance between the active

)38) . .
CTS from node j Egggkl. and the overheard neighbour

: Power of transmission used by . : Maximum Distance of an

nodei. active neighbour.
: Received power by node : Estimated Power needed/used
4 1 Maximum  ransmission pagyveen the communicating pair.
poweran a_lc_tlve node can use. 7 4 : Optimal Power estimated to
595 : Minimum threshold power oac the farthest active neighbour
a node can receive successfully. node fromi.
*: Minimum power required to E2@AB: A table recording the IDs
communicate from nodeto nodg.  and  to whom the frame/frame is
: Farthest distance amonggoing out.
all the active nodes within a GH><g. _

(G
1
0)

: Count of the Tabl



transmission range of node record of

: Distance between nodand,;. E?@4_: A table recording the IDs

. It's the power to reach the and y from whom the frame/frame
farthest active node within its IS arriving.
transmission range. GH><| _ : Count of the table
:8J( +: Destination of nodé. record of E?@AB
:K> : Destination of an active node7 ¥ : Overheard signal power biy
i when k communicates with other
nodes (sayn.

Table 1. Calculating an Optimal Transmission Power

In order to limit the transmission range, every easl
allowed to use a maximum standard transmission p{Rie=

24.49 dBm, a power that can cover a maximum fixed

transmission range of 250m in a perfect channetlition. An
interference range is always higher than that wéasmission
range and in this paper, an interference rangerisidered to
cover a radial distance of 2.2 times that of tfegmission
range as per the standards described in the NS@laon
Therefore, a node sending a data with a transnmigscaver
(Pt) generates an interference range up to 550m. Thes,
threshold value of the signal strength to be carsid within a
transmission range and interfering range are -@B8Y and -
78.07dBm respectively.

Step 1. ARP (Broadcast), Max_Power
Step 2. RTS, Max Power
Step 3. CTS, Max Power
Step 4. ARP, New Power
Step 5. ARP, New Power

Figure 4. Route Discovery Using DumbAgent.

When nodé wants to send data to nogle

F[%: ==() (% ==(s)]

This paper aims to analyse the spatial reuse and

probability of parallel transmission in a singlephshared
channel environment, so a routing protocol callesnbAgent

is used since it sets up a link for a one hop conication and

it works as shown in Figure 4. Route discovery feanare
always sent with maximum transmission power siheerntode
has no information about the location until RTS/Cif&nes
are exchanged and it provides the highest prolabdf
discovering the next hop neighbour. Thus, the trassion
power is adjusted depending on the type of thestréted
frame. In order to ensure their visibility and &asi
discoverable, initially RTS and CTS frames are seith
maximum power. Following a successful exchangéneffirst
RTS and CTS frames all the future communicatiorwbeh
the pair uses a reduced power, and in presenceutifpfa
active neighbours, a new optimized transmission gvow
( ) which reaches the overheard furthest active ®de
considered. The detailed algorithm on how the trassion
power is adjusted based on the type of frame, iactdf the
neighbours and the communicating distance betwéden t
nodes is described in Table 2.

fpy ==1 ||of1) ==1]
If 2 13%) ]1==Yes]
If [ o ]
Else
1
Else )
4
Else
If[ o ]
Else
1
Else if Py == (g ] '
If[ o ]
Else
1
Else if Ph. ==(, ]
If[ o ]
Else
1
Elseif Py ==(., |
R s BK ]
If[ o ]
Else
1
Else '

Table 2. Algorithm for Adjusting the Transmissioavirer.

A record of the entire unique active nodes withia t
neighbourhood is recorded and maintained by eaate no
through the overheard RTS and CTS control framektha
algorithm of maintaining the record is describedTable 3.
Each active nodé maintains a table called=8>?@Ag and
this table records all the overheard nodes (dayyhen k
communicates with another nod®. The activity of the
neighbour information is updated after every indéérof T
seconds and hefe=1 second is considered. During updating
the active neighbour table, the algorithm removes records
with a timestamp older than a threshodld seconds. The
neighbour table updating algorithm is shown in €adbland it
is done in order to maintain the freshness of thewvark



condition and remove any stale entries of inaatigegyhbours.
In order to avoid searching for the optimal from the
list of active table entry when needed, the optitistance of
the nodei, i.e. is calculated while updating the
neighbourhood record to reduce computation ovechear

When node overhears nodk communicating to noda
% ==() [|% ==(s) && 7 s
7<=8>?@ABRT; , =Src_ID
7<=8>?@ABRTJUH>=1;
Bosy V
Else if P ==(, [|% ==(s) && 7 55y OR
For [t=0; t< 7 §gg ; t++]
If 7<=8>?@ABS>T; ; ==K]
7<=8>?@&BS>TW0JUH> ;
If [7<=8>?@ABS>TW 0JUH2]

R ]

s R ]
eésrT x e QZ - -7
[C\ .+ 7 %)
Else

For [u=0;u8%g. ; u++]
IEP [U]. %<JZ g5y ==Q && CP

S?—'WE)-&&) ==m]
o
Osut x oo QZ - 7o
[C\ » 7 %)
Break;
Else If (u+1==C}g. )
@sut x §e QZ - - T
[C\ 7 %s)
Gs..
Else
Continue;
Break;
Else
If [t+1 =7 E)’ég;) ]
7<=8>?@AB+1].:;, =Q

7<=8>?@AB+1]. 0JUH>= 1;
Besy v

Else
Continue;

Where 7.7 =

Table 3. Algorithm for Collecting Active Neighbolnformation.

HP>P?AF R\
For [p=0, q=0; pCs.. ; p++]

If [(CPS Wi :H>B<?A al[lb ]
EBZ_82B=J< ScTX®E§ T
gt

If [p+1=C%_ ]

For [r=0; r<q; r++]

CP<1X EBZ_£2B=J< <1
[, <C°SWy, ]
4 :CDS('VVJ) ;

Where,

-
Each record entry oE® consists ofFss G2 o 75 1
[C\ - 77,

Table 4. Algorithm for Updating the Neighbour Infeation.

3.4. Optimized EIFS

To tackle an accurate deferring when a frame is
erroneous or when a strongest signal is capturedngm
multiple overheard signals, the paper proposespimized
Extended Inter-Frame Spacing (EIFS) rather thamguaifixed
EIFS by considering and observing the frame typed its
sizes. The proposed algorithm aims to use an aecura
deferring time by predicting the type of the frambyg
estimating the length of the arriving frame.

When a node (say)is within an interfering range of
other active nodes, then it defers EIFS channeésscdime
since it fails to decode the erroneous overheagdasi Even
when node is within a transmission range of other nodes, but
if it fails to rectify an erroneous frame using Wward Error
Correction (FEC), then node waits for EIFS time before
attempting to access the channel again. When aefram
erroneous, it is not possible to know the type wnfes
directly, so IEEE 802.11 standards use a fixed t{Ek&S
d:%d.  ;:%d Ee8EPZB;. ) to defer channel access.
Moreover, deferring channel access for a fixed time
considering that the overheard signal or receivedneous
frames as an acknowledgement frame is not accuratause
it could have been any frame type. Therefore, oariy fixing
a deferring time without the knowledge of the fratpge can
lead to an imprecise deferring because without Htathe
information of the type or size of the frames, defig time
will never be accurate and it is one of the motorsg behind
designing an optimized EIFS instead of using arcdoeate
fixed EIFS to ensure an accurate deferring timefalet, in
such situation hidden nodes may starve and leath tonfair
channel access during contention, if a fixed inaaie
deferring EIFS time is used.

On the other hand, when a node senses activity from
two or more nodes at the same time, then befor&ahees are
considered to be lost due to collision, the sigha@ngth of the
incoming signals are compared to check if one efdignals
outstands the background interfering noise. Inphiser, when
one of the receiving signals is ten times strontpam the
other, then the frame is received rather than dngpipe. when
SINR (Signal-to-Noise Ratio) iRgf otherwise frames are
considered to be collided and are ignored. Suctmgienon



is known as frame capturing and a capture threst®ld 7_>PZPhEG:%¢,  d:%c . EetEPZE,

denoted byCPThresh If the captured (received) frame is not Break

intended for node, the node defers the channel access for a Default: (. /I This is DATA frame

fixed EIES time in IEEE.802.11.standards. Howemn; of 7*_>PZPhEG:%(+ A% . EefEPZEs.

the multiple overheard signals, if one of the fra&arsgnals Break

reaches signal strength 6PThreshthen the node should not

defer channel access using a fixed EIFS time, rathfhpuld Table 5. Defer Channel Access During Frame Error.

defer based on the type of the captured frame, lwhicthe

other aspect of proposing a dynamic and an optuiries. When data communication takes place between

o ) nodesi andj, the control and data frames are exchanged in an
When frames are erroneous, it is hard to deteriiee orger of RTS-CTS-Data-ACK as mentioned earlierc8ithe
type of a frame directly. However, in such situafiat is  handshaking pattern of the frame communicatioméssame,
possible to indirectly determine the type of a feanf the it 5 frame type is interpreted accurately withisemsing range
length of a frame can be measured. Such approach jgsed on the frame length then the node can aetudsfer
applicable; if the frame lengths are unique othsewt will be  channel access using an optimized EIFS as desdribeable
ambiguous for those frames which have same framgthe 5 \yhen the interpreted erroneous frame is an AGHne

Once the route is established, types of framescating in  |ength of 38bytes) using the mentioned CS sensiethod,
the communication are RTS, CTS, Data and ACK. lis th then the node waits only fored - , because the contention

paper, due to embedding location information andaBsze  for the next round is for a fresh frame and it calso

information in the control frames, the sizes ofsthérames are participate. However, when the erroneous framé §2dytes
unique. The size of an ACK is 38 byte. In the RT&Te  then it is marked as a RTS frame and the nodechesit for
additional location information is embedded, sodize of the d%d. EesEPZB,, because the next frame is a CTS frame.

frame is 52 bytes and the size of CTS frame isyiéshsince \when the erroneous frame length is 56 bytes intkerthen

it carries location information as well as the léngf the data being a CTS frame the node needs to deferd:ed.

frame it received. In order to calculate the fraevegth within - gegepzp | and if it is the first erroneous overheard CTS
a carrier sensing range, a node can sense thestatsyof the  frame then the Data frame length is not known get,the
channel by using the CS (Carrier Sense)/CCA (Qlt@nnel  defaylt Data frame length is considered. Lastly.emithe
Assessment) mechanism within PLCB  (physical layeflgrroneous frame is neither RTS or CTS or an ACK tiés
convergence protocol) [33]. Here in this paper, $8SinNg  considered to be a Data frame and defers dfex.

method is used to measure the frame length by megsihe  egepzp | so that the ACK generator is allowed to transmit
busy state of the channel. Initially the RTS reeeior CTS  \yith g higher priority.

generator or those nodes which overhears corru@/&TS
knows nothing about the length of the data franwe,tre
overhearing nodes assumed that the data frameissi¥@00

Switch Y%g.

bytes. However, after the exchange of first rouhBRBS-CTS- CASE (, /
DATA-ACK is completed, the actual data frame lengsh 7_>PZPhB G:%gd j d:%d . Ee ;. g
estimated successfully even by those nodes whiarhear Ee8EPZB  Ee8EPZBs
corrupt RTS/CTS by sensing the duration of the kstaye of CASE (o7

$)

the channel to evaluate the frame length and irgerthe 7_>PZPhB G¥d

frame types. Since the frame sizes of RTS, CTS A are K d%d . Ee ;. Ee8EPZBs.
unigue and are known, any frame size larger thgroathem CASE (g 7 *
can be assumed as a Data frame. When multiple nades 7_>PZPhB G:%d ;:%d ;.

active, then the signal with higher magnitude isypared with
the background interfering noises to check if itisses
CPThresho capture the frame before dropping.

Default:
7_>PZPhE G:%(, d:%c - EetEPZEg.

Table 6. Access Defer During Frame Capturing.

Switch(, + )
) During a frame capture situation when multiplensig
CASE 38: . i = .
(& /I This is ACK frame are |_nvo_lved, if the receiving n_oa!e:aptures the frame and the
7 >PZPhB G:%gd ;%d . destination of the frame is nodeit responds to the sender in
Break accordance with the four way handshaking princigeif the
CASE 52: - captured frame is RTS then nodeeplies with a CTS frame
$>>gggksésgz/§jframgod .. Ee8EPZB and so on, otherwise it defers the channel aceesseationed
“Break : ) in Table 6. If the captured frame does not meetthineshold
CASE 56: value of CPThresh,the frame is considered lost due to

(s) // Thisis CTS frame collision. Since, the successfully captured framesreceived




without any errors even if it's not intended fordea, it knows
the source and the destination, type of the framest size of
Data frame and so on, so deferring during chancetss can
be conducted accurately with precision. If the oegd frame
is RTS and is not intended for noidéhen it waits for the RTS
generator to complete the sending of the follow@¥S, Data
and ACK. Likewise, if the captured frame is a Ch8rt node
waits for the successful transmission of the Deden€ and the
ACK frame and if the captured frame is a Data frahen it
waits for the completion of a transmission of ankAftame.
However, when the captured frame is an ACK thewatts
only for ;%d;. , so that nodei can also participate in
contending for accessing the channel during the nend.
Thus, using an optimized EIFS ensures channel adagaess
despite encountering hidden nodes with erronecarsds or
during a captured phenomenon.

3.5. Proposed Exponential Backoff Mechanism

The working principle of the proposed backoff model
similar to that of IEEE 802.11 series which usesVIBECA
approach. However, instead of providing same senitifl
backoff ranges irrespective of the network conditia the
proposed model, the initial backoff values are wmiled
dynamically based on the degree of contention fbe
contention window is controlled by the number ofivac
neighbours. When a packet is retransmitted therb#wkoff
values are exponentially increased with referenahé initial
backoff ranges. In a distributed environment, tlegrde of
contention is not directly dependent on all theghbour
nodes; rather it depends only on the neighbour s\adsch
are active. Thus, when the channel is busy, iafersfor the
node which has a data to send to backoff with dlemaalue
if the number of active neighbours is less, bec#lusehances
of collision are high only when the number of aetivodes is
high. Therefore, every active node in the netwatords the
number of active neighbours in a variabl®,(), which
indicates the level of contention within a neightbmod. In
this study, only three levels of contention i.e. W0, =0),

AVERAGE (0,=1) and HIGH Q,=2) are considered. The
level of contentior®, =0, if no other active nodes are detected

(other than the next hop node responding with alKAGC, =1
for up to two active nodes within the transmissiange, and
0, =2, if there are at least three active nodes witthia
transmission range. The degree of contention &nd number

of retransmission attempts) (control the rate of increase for

the contention window size, as shown in (4). A feawithr =
0 is considered to be a fresh packet and wherl, then the
frame is known as a retransmitted frame.

ol kP m f\ < R
m koP mP  f\ <af 4
Where: G ={Low = 0, Average = 1, High =2}
r={0,1,2,......,7}

The access mechanism follows a four way handshaking
as shown in Figure 5 in order to successfully dglig data
frame from a source to a next hop destination. Asittoned
earlier this model follows the basic principle &HE 802.11
series with RTS and CTS frames except for the kéacko
mechanism. When the channel is busy, other nodéshviie
within the transmission ranges of the source and th
destination nodes wait for NAV to avoid data cadlis After a
data frame is successfully acknowledged then dutiegnext
round of contention, all the contending nodes béckue
channel access based on the rule set by (4) ambtlewhose
countdown first hit zero gets the chance to actlesshannel
while the other contenders freezes their backoffies until
the channel becomes idle again. This techniquelliswed in
order to avoid starvation and ensure fairer charaweess
among the contending neighbours.

Figure 5: Channel Access Mechanism.

Since wireless channel is erroneous in nature, dram
retransmission is taken into account, however alfinite
number of attempts i.e. seven times are allowethaintain
frame’s freshness. When frame retransmission tpkaese, if
the frame could not be delivered after retrial tenihen the
frame is considered lost by dropping. During cotitem it is
the random backoff which helps in reducing the ptulity of
collision. When the number of contending node<is, fthere
is no need of choosing a large random backoff vahue
during higher degree of contention, it is necessarghoose a
random backoff from a larger range to avoid fraro#ision.
When accessing a channel, fresh frame with no adbtve
neighbourhood has a low probability of collisioness some
neighbour node becomes active during its framestragsion,
so a low backoff range i.e. 0-7 is considered. base where
there is higher number of active neighbours théalodity of
collision is high, so a higher backoff range of ®-dnd 0-31
are considered for fresh frames when the levebatention is
0,=1 and0, =2 respectively. If frame collision occurs and
frame retransmission (when 1) has to take place, the ranges
of the backoff values are increased according ¢ld¢ivel of
contention as shown in (4). Thus, this approactpshéehe
contending nodes to choose dynamic ranges of blacihfes
based on the activity of the neighbourhood and ecds the
network performance and saves energy especiallynwhe
number of active surrounding nodes is few.



4. EVALUATION AND DISCUSSION

initializing the node’s energy to 1000J and inciegssthe
distance of communication by 10m until the distarafe

The proposed cross layer power controlled MAC wascommunication is 250m. During the test, some aoalti

tested in different scenarios and benchmarked spahe
IEEE802.11b and a Location Based Transmission Nbeigh

network parameters are considered in addition ¢éonitwork
parameters listed in Table 7. In general, if a nisde a sleep

Aware Cross Layer MAC (LBT-NA Cross Layer MAC) [27] mode, then the amount of power consumed in a sewond

The comparison examined the transmission powetiefities
of the power control
transmission  power mechanism. Through
simulations, the mentioned mechanisms check thlitjaof

concurrent transmissions and how hidden nodesemmeved
by negotiating the transmission power based on hieigr
activity and using an optimized EIFS to provide fethannel
access among the participating nodes. In addititre
evaluation also considered the impact of battdigy dind the
effectiveness of the new backoff values used byptioposed
MAC and tested the robustness of the protocol msictering
random positions of the nodes with different ti@aftypes
including Constant Bit Rate (CBR), Transmission Coin

Protocol (TCP) and Exponential traffic.

All simulations were carried out with NS2, version

2.35 with the network parameters listed in Tabl&!8 values
of the antenna parameters@f G;, h, h, fandL are 1.0dBd,
1.0dBd, 1.5m, 1.5m, 914.0x¥z and 1.0 respectively.
Duration of each round of simulation lasts 10000séls and
resultant value is an average of 100 rounds of Isitioms for

all the cases.

Parameter Value/protocol used
Grid Size 2000m x 2000m
Routing Protocol DumbAgent
Queue Type DropTail
Queue Size 100
Bandwidth 2Mbps

SIFS 10us

DIFS 50us

Length of Slot 20us
Default Power Pt) 24.49 dBm
DefaultRXThresh -64.37dBm
DefaultCSThresh -78.07dBm
CPThresh 10.0

MaXget 7
Simulation Time 1000s

Traffic Type CBR/TCP/Exponential
Frame size 1000 bytes

Table 7: Network Simulation Setup.

4.1. Energy Usage

0.001W. When a node goes to an idle state froreepsitate it

mechanisms against the fixedequires 0.2W and the time required to wake up .G0®
rigoroussecond. But in this paper, no node goes in to sheege. The

transmission power of a node for LBT-NA Cross LaykC
and LBT-NA with optimized-EIFS MAC is adjusted asrghe
location of the destination node, in contrast vifie standard
IEEE 802.11b that uses a standard fixed transnmigsdover of
24.49 dBm. The energy used by the source nodelendext
hop destination node is studied in the followingsaction.

4.1.1. Energy utilization as the Source

As shown in Figure 6, as the distance of
communication increases, the energy consumed bgdhece
increases in both the location based power corttoMAC
LBT-NA Cross Layer MAC and LBT-NA with optimized-
EIFS MAC unlike IEEE 802.11b, where the power usage
remains high and constant irrespective of the dista A
constant amount of 240J of energy is used whemugsmode
continuously participates in sending data for 1@@@onds
when a fixed power transmission IEEE 802.11b issitared.
Until the transmission range between the commuinigat
nodes reaches 100m, the amount of energy used
transmission by the source node in LBT-NA Cross dray
MAC and LBT-NA with optimized-EIFS MAC is under 10J
The increase in the energy usage as the distacoeases is
due to the fact that the signal strength fadesrbyrder ofd?
or d* depending on Friis or Two Ray ground propagation
model. So, the transmission power has to be inetkds
compensate the loss of the attenuated signal totaiai
RXThresh.Thus, location based power control MAC is very
efficient for a low distance communication and fire tworst
case scenario, it is as good as the standard |[ERELBD in
terms of energy utilization. Irrespective of thestdnce of
communication, there is a gain of approximatelyig%nd-to-
end throughput for the location based power coleioMAC
due to deferring with small backoff values whernréhare less
or no active neighbours.

Given that LBT-NA with optimized-EIFS MAC is a
power control communication mechanism, the overativork
performance gain and energy saving are signifiedren the
communicating nodes are closer. In order to sthéyitpact
of energy usage during transmission of active noadesnitial
set of experiments used two communicating nodegimosd
at a distance between 20m and 250m. Initially,diseance of
communication is set to 20m and repeats the siiouldiy
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Figure 6. Energy used by a Source Node during RIS a
Data Transmission.

An actively participating node spends energy eiiher
receiving mode or transmission mode, contention enod
sensing mode, sleep mode or idle mode. During otinte an
active node defers channel access using a randakofba
value to avoid collision, where a node in such estat
considered to be in an idle mode. The amount ofggnesed
in such mode by a source node using IEEE 802.11b
approximately 2.6 times higher to that of LBT-NAdSs
Layer MAC and LBT-NA with optimized-EIFS MAC, when
the distance of communication is near i.e. 20m ar ife.
250m. When contention is low, both the power cdledo
MAC save approximately 60% of energy during idlatet
compared to nodes using IEEE 802.11b access meachahi
means that the source mode is less idle in cadeBB{NA
Cross Layer MAC and LBT-NA with optimized-EIFS MAC
compared to IEEE 802.11b due to use of a smalldfaeklue
when the contention level is low.
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Figure 7: Total Remaining Energy of a Source Nodsr o
Distance.

After each round of simulation, the amount of egerg
used or the level of remaining energy of a sourodenis
shown in Figure 7. This Figure 7 also reflectstthtal amount
of energy spent by the source node when it condientsing,
sending of RTS and Data frames, reception of CTEEADK,
sending/reception of any other frames like roufiragnes and
energy spent during deferring or backoff. The oNeiatal
amount of the remaining energy is very high in tase of
LBT-NA Cross Layer MAC and LBT-NA with optimized-
EIFS MAC compared to IEEE 802.11b. When
communicating distance is below 100m, the total amhaf
energy spent by the source in LBT-NA Cross Layer@/and
LBT-NA with optimized-EIFS MAC is approximately onl
5% of the battery life. But, in case of IEEE 80h]l1
irrespective of the distance, the source node 888t of the
battery life due to the use of a fixed high trarssiun power.
Thus, in a short distance communication, the pawatrolled
MAC uses only 1/8 of the amount of energy used by IEEE

the

802.11b, which is a huge advantage in enhancing the
durability of the battery life. Even when the commiuating
distance is 250m, LBT-NA Cross Layer MAC and LBT-NA
with optimized-EIFS MAC save approximately 4% ofegy
compared to IEEE 802.11b because of the use oflsmal
deferring backoff values when the contention lésébw.

4.1.2. Energy utilization as the Destination

is The destination node generally spends less energy
compared to the source node, since it is in a veweimode
most of the time, except in responding with shoftSCand
ACK control frames. In case of IEEE 802.11b irrespe of
the distance, approximately 25J of energy i.e. 2&%he
battery life is used by the destination node inyieg to the
source with a CTS frame and an ACK control franig in
case of LBT-NA Cross Layer MAC and LBT-NA with
optimized-EIFS MAC, the energy usage by the destina
node varies based on the distance of communicaitween
the source and the destination pair. LBT-NA Crossyd
MAC and LBT-NA with optimized-EIFS MAC uses
approximately 0.5% and 3.0% of the initial battéfg when
the distance of communication is less than 150m 26@m
respectively. When a pair of node communicatesgusiBT-
NA Cross Layer MAC and LBT-NA with optimized-EIFS
MAC, it yields 2% increase in an end-to-end perfance
over IEEE 802.11b, which means that more CTS andK AC
frames were generated by the destination, so muoeege is
used when maximum transmission range of 250m isl use
compared to IEEE 802.11b as shown in Figure 8, that
overall use of energy in the power controlled MACIgéss
depending on the distance of communication.
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Figure 8: Energy Used by Destination while Respiogdi
with CTS and ACK frames over Distance.

In a short distance communication of less than 100m
energy usage of the destination node using LBT-NAs€
Layer MAC and LBT-NA with optimized-EIFS is lessath
3% of the battery life. In case of IEEE 802.11k tfestination
node uses approximately 10% of the energy after the
destination node is active for 1000 seconds. TigerEi9 also
reflects the total energy spent by the destinatiode and it



includes the total amount of energy spent wheroitdacts
sensing, sending of CTS and ACK, reception of Ri& Rata
frames, sending/reception of any other frames liketing
frames, and energy spent during deferring or bdckis
shown in Figure 9, the amount of remaining eneegluces as

Finally, in LBT-NA Cross Layer MAC, node K and M
communicate with a transmission power to cover &y
and node N and node J communicate with a transwnissi
power to cover 100m. But in case of LBT-NA with iopized-
EIFS MAC, node K and node M increase their transiors

the distance of communication increases and when thpower to cover a radial distance of 75m to reaatherid and
distance of communication is 250m, LBT-NA Cross éray node J respectively, while node N and node J concatento
MAC and LBT-NA with optimized-EIFS MAC uses cover 100m.

approximately 6.0% and IEEE 802.11b still uses %0.0

because of the use of a fixed maximum transmispmmer.
When the distance of communication is short (ud@Om),
IEEE 802.11b uses 3.3 times the energy used by NBT-

Cross Layer MAC and LBT-NA with optimized-EIFS MAC.

When the distance of communication is long (25ahgn the
IEEE 802.11b uses an additional 4% of energy coetham
LBT-NA Cross Layer MAC and LBT-NA with optimized-
EIFS MAC.
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Figure 9: Total Remaining Energy of a Destinatiardil
over Distance.

4.2. Partially Hidden Node issue

Here, a study is conducted on the importance
dynamically adjusting the power of transmissiondoben the
neighbour's transmission power to maintain the ekegof
fairness among the contending nodes. In the netteprédogy
of Figure 10, node K sends to node M and node Nisé¢n
node J. Moreover, in this network arrangemelgi, = 50m,
dns= 100m,dg y= 75 andd; y = 75m. Therefore, when LBT-
NA Cross Layer MAC uses a minimum transmission polwe
cover the Euclidian distance between the communigat
nodes, node N and J are not aware of the existencede K
and node M respectively. However, node K and M lzoth
within the transmission range of node N and J. Rndther
hand, when the transmission power of the neighbodes are
considered as in LBT-NA with optimized-EIFS MAC,d®M
increases its transmission power to cover nodedJnade K
also increases its transmission power to reach hotbeavoid
hidden nodes. Thus, in LBT-NA with optimized-EIFSAR,
node N and J are aware of the activity of node Iid &h

Transmission range
Interference range
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Figure 10: Partial Hidden Node Issue.
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The fairness index of the partial hidden node issue
the network topology of Figure 10 is shown in Fegurl. As
the offered load of the network increases, usingl-D&\
Cross Layer MAC, one flow gradually overtakes thieeo and
at around 1500kb/s, the flow from node K to node M
completely captured the channel. The fairness index
measured using (5) the Jain's fairness index [3d]this
method of measuring the fairness index, 50% fagnes
indicates that one flow has completely captured dhannel
when there are only two flows. The degree of unfss

opeyond 1500kb/s in LBT-NA Cross Layer MAC is duetwm
reasons. Firstly, it is due to hidden nodes geadraly using
only minimum transmission power and secondly, itige to
the use of fixed EIFSd(%d . ;:%d Ee8EPZB;. )
for deferring by node N. Node N is within a sensiagge of
node K, so assuming that the erroneous data frarivéng at
node N from source node K as an ACK is not truethis
case, node K is a source, so the possible frameyraed by
node K to node M, are RTS and Data frames and @K A
frame. Thus, the deferring time of node N is wrgngl
estimated.

In case of LBT-NA with optimized-EIFS MAC,
optimal distance of an active neighbours are takao
account while estimating the transmission poweh it aim
to eliminate the impact of hidden nodes. So, thielém nodes
are made discoverable by increasing the transmiggiaver to
ensure fair channel access. Regardless of theedfferad in
the network, LBT-NA with optimized-EIFS MAC maintei



fair access to all the contending flows as showhigure 11.

all times. In standard IEEE 802.11b, a fixed amafri&IFS is

Even when the network gets saturated, the LBT-NAhwi deferred by a node when it senses erroneous datathé

optimized-EIFS achieved 99.97% fairness compare808b

proposed mechanism senses the busy state of theathend

fairness in case of LBT-NA Cross Layer MAC. In IEEE interprets the type of frame based on its lengthusT the

802.11b, the transmission power is fixed with asraission
range of 250m. So, a fair channel access in thesia@ is
expected since all the nodes are within the trasson range
of each other. Thus, the contending flows achiewddirness
of 99.86% in IEEE 802.11b.

Figure 11: Fairness Index of Partial Hidden Nodeiés
4.3.Completely Hidden Node Issue

In order to investigate the impact and performaoice
the network when source nodes are completely hiddanm
one another, a network topology of Figure 12 isstered. In
this topology, pairs of nodes are communicatinghauit the
knowledge of another pair, but are within the ifgernce
range (sensing range) of each other. In the givpnlogy of
Figure 12, Node L and node S send data to noded-hade
W respectively. The distance between the soureesiade L
and node S is separated by 175m, and the distasteedn
node L and node H is 100m. Likewise, the distanetsveen
the other source node S and its destination nodis \also
100m. So, in such network topology, activity of @ffects the
other. In this network arrangement, the source nodend
node S are not aware of each other since theyarettvithin a
sensing range when power controlled MAC mechanisased
on distances are in operation. Even though noded_-%are
closer to each other, neither of them will be ablee-adjust
the transmission power to avoid the hidden nodeeissnce
they are out of the transmission range of eachrotWéthout
the knowledge of the node that sends a particata filame, it
is impossible to accurately defer from accessimgctiennel to
avoid collision. When one of the sources is bubg hode
within a sensing range intercepts an erroneousdraihen
the deferring time of source node L or node S isatcurate,
then one node may end up capturing the channelewhg
other node keeps deferring or the other way roundbath
sources may hibernate in deferring or collision magur at

source node L and node S defer accessing the dhaithe
near equal probability by indirectly knowing howipto defer
when one of them is engaged with the channel usimg
optimized EIFS values listed in Table 5 and Table 6

Figure 12: Completely Hidden Node Issue.

The fairness index of the network performance e&f th
network topology ofFigure 12is shown in a graph of Figure
13. The traffic flows of power controlled locatibased LBT-
NA Cross Layer MAC are fair when the per-flow o#fdrload
is under 1500kb/s, but thereafter one flow captuted
channel and the other starved. During network atitur, one
flow completely overtakes the other, which is doehe fact
that the starving node defers channel access fanaaturate
fixed EIFS time. But in case of LBT-NA with optingd-EIFS,
the flows are completely fair to a degree of 99.99%ich is
due to deferring accurately using an optimized BdaSed on
accurately predicting the frame type when a nodle f@ithin
a sensing range of another node. In the case d ER.11b,
a maximum fixed power transmission is used. So sthace
node L and node S are within the transmission rarfgeach
other. Hence the contenders have fair channel sccces

Figure 13: Fairness Index of Completely Hidden Node
Issue.

4.4, Random topology



In order to validate the robustness of the proposed Figure 15: Network Performance of Random Sourcés an

technique and to confirm that the results are noargefact of
artificially arranged networks, a more realisticngdam
topology with a defined space boundary is consitlezs

Destinations using CBR traffic.

The network performance of CBR traffic using the

shown in Figure 14 and simulated by using the ngtwo network topology arranged in Figure 14 is showfigure 15.

parameters listed in Table 7. The random topolagyested
using different types of traffic like CBR, TCP akeponential
with a frame size of 1000bytes. The node deploynaeed is
divided into five sections of which four section&réa-A,
Area-B, Area-C and Area-D) are 150mx100m and oreeisp
section that separates Area-B and Area-C is Aregh@h is
150m x {Om;550m} as presented in Figure 14. Nodesnf
Area-B and Area-C are used as source nodes arsglititato
destination nodes selected in random from Area-& Area-
D. When the length of the areal gap Area-G is Ommdned
rounds of simulations for duration of 1000secondasducted
to measure the performance of the randomly selesbedce
and destination pair and repeat the process bgasarg the
length of areal gap of Area-G by 10m, until thegémof the
areal gap Area-G is 550m. The per-flow offered Iomdhe
network is 2000kb/s in case of CBR and Exponentedffic.
In an Exponential traffic generation, there are telifferent
events called the burst-time and the idle-time. Bhest-time
is the duration when the data is generated by tlhece and
the idle-time is the duration when the data geoergbes
silent. In this paper, burst-time and idle-time(®5 seconds
are considered for an Exponential traffic.

Figure 14: Random Topology with Fixed Boundaries.

4.4.1. Random topology with CBR traffic

As the separation distance between the sourcesases, the
resulting network performance of the proposed pat@BT-
NA with optimized-EIFS MAC and LBT-NA Cross Layer
MAC increases rapidly as the sources generate GBRct
unlike IEEE 802.11b MAC, which uses a fixed maximum
transmission range. When the distance betweendinees is
increased and the transmission power is controtleel the
probability of concurrent transmission of the exgbsources
increases rapidly. In the similar scenario, a fikeghsmission
power mechanism, such as IEEE 802.11b, the pratyabil
parallel transmission in the network is possiblé/avhen the
length of AREA-G is at least 300m due to high iféegnce
range. During network saturation, location basedvegro
controlled MAC such as LBT-NA with optimized-EIFSAT
and LBT-NA Cross Layer MAC gains an additional 8Gkbe.
approximately 3.0% throughput over a fixed maximum
transmission power like IEEE802.11b. Even whensthierces
are separated with a small distance, there is astla
performance gain of approximately 3.0% in the pemub
power controlled MAC over IEEE 802.11b. The additib
performance gain in the proposed power controllefiCMs
due to use of backoff values based on the degreerdéntion.

Due to location based transmission, in LBT-NA with
optimized-EIFS MAC and LBT-NA Cross Layer MAC the
probability of concurrent transmission is fully @éved when
the length of the areal Area-G is 300m and abonkkel|[EEE
802.11b, where parallel transmission is fully agki only
after the length of the areal gap of Area-G iseatt 400m. In
Figure 15, when the length of areal gap of Area@&00m, the
performance gain of location based power controN&&C,
LBT-NA with optimized-EIFS and LBT-NA Cross Layes i
approximately 70% over an IEEE 802.11b MAC, duege of
low transmission power based on the location of ribdes.
Thus, the probability of parallel transmission igredtly
proportional to the length of areal gap Area-G whitefines
the distance between the sources. Therefore, @siogation
based power controlled MAC enhances the overalvort
performance over a fixed transmission power metlioel
IEEE 802.11b.



Figure 16: Fairness Index of Random Sources and
Destinations using Real Time Traffic (CBR).

The fairness index of the CBR traffic for the rando
topology scenario of Figure 14 is shown in Figu& The
fairness index of the traffic flows, generated gsiandom
sources from Area-B and Area-C, shows that LBT-Nithw
optimized-EIFS outperforms the minimum power balsEC
like LBT-NA Cross Layer MAC. The disadvantage gf@ver
controlled mechanism is that the probability of e being
hidden is higher due to varying transmission ran@se to
the use of high fixed transmission power, IEEE &08. is
fairer in accessing the shared channel but perfocaas low
when the sources are closer unlike power
transmission. The degree of fairness of the traffawv
increases in LBT-NA Cross Layer MAC as well as LBA-
with optimized-EIFS MAC as the length of Area-G ri@ases.
However, when the sources are closer, the degréairobss
of LBT-NA with an optimized-EIFS is at least 13%ngpared
to LBT-NA Cross Layer MAC. The traffic flows areifar in
LBT-NA with optimized-EIFS MAC because an activedeo
increases its transmission power when
transmission power is higher to avoid hidden nadeie and
moreover, when an active node is within a sensamge of
another node, then it defers accurately basededuhation of
busy state of the channel by interpreting the ypames by
using an optimized EIFS. Thus, LBT-NA with optimi&IFS
MAC attends a fairness of 95.0% only when the leraftthe
areal gap Area-G is only 50m, unlike LBT-NA Crosaykr
MAC which struggles to attend the same degree iohdas
only when the length of the areal gap Area-G isaxmately
125m.

4.4.2. Random topology with Exponential traffic

controllegéach other),

Figure 17: Network Performance of Random Sources an
Destinations using Exponential Traffic.

The network topology from Figure 14 is considered f
evaluating the Exponential traffic as well. In termf overall
network performance, CBR traffic gains higher thlgoput
since data is generated at a constant rate, uBkkenential
traffic where the source generate traffic duringsbtime and
goes silent during idle-time. When traffic flow et
concurrent transmission with a per flow data rdt2apOkb/s,
the overall network gain using CBR traffic is apgmoately
27.0% over Exponential traffic. When the channekhsired
(sources are close to each other) or
communication (sources are out of the interfererceye of

performance gain of approximately 2% over IEEE &08.
This gain is due to the use of dynamic backoff galbased on
the number of active neighbours instead of usifigea large
contention window as in IEEE 802.11b. As shown iguFe
17, the network performance increases in power robed
MAC, irrespective of the traffic types due to extiilg higher
rate of parallel communication. When the minimurpasation

neighbour’'slistance between the sources is 200m, there isvaralb

network performance gain of approximately 30% isecaf
LBT-NA Cross Layer MAC and LBT-NA with optimized-
EIFS MAC over IEEE 802.11b due to power control
transmission.

The fairness index of the Exponential traffic usthg
random topology arrangement of Figure 14 is shawhigure
18. The degree of fairness among the flows of twation
based power control MAC of LBT-NA Cross Layer MAGc
LBT-NA with optimized-EIFS MAC are similar, with slight
advantage for LBT-NA with optimized-EIFS MAC oveBI-
NA Cross Layer MAC. The lowest fairness index vahfe
LBT-NA Cross Layer MAC is approximately 96% andttiod
LBT-NA with optimized-EIFS MAC is approximately 98%
Since the transmission power of IEEE 802.11b ish hagd
fixed, the degree of fairness among the contenslingces are
fairer in this case as well. Among the power cdtdtb
mechanisms, in terms of fairness, CBR traffic otftpens
Exponential traffic in LBT-NA with optimized-EIFS ver
LBT-NA Cross Layer MAC.

during péaralle

the power controlled MAC experience a



performance gain of 20kb/s i.e. approximately 1i0%hat of
the location based transmission power control LBY-Gross
Layer MAC and LBT-NA with optimized-EIFS MAC. The
performance is slightly decreased in an access amésth
using small initial backoff values because the phility of
collision is higher and if a frame gets lost thée twindow
size is reduced in TCP which results in a perforrean
degradation.

The TCP traffic flows of the random topology networ
of Figure 14 are relatively fair in both the fixé@nsmission
power like IEEE 802.11b and power controlled MAReli
LBT-NA Cross Layer MAC and LBT-NA with optimized-
EIFS MAC. It is due to the fact that in TCP, fransee sent
based on the congestion window. The lowest degree o

) ) fairness of the traffic flows in the network usihg@T-NA
Figure 18: Fairness Index of Random Sources and Cross Layer MAC, LBT-NA with optimized-EIFS MAC, dn

Destinations using Exponential Traffic. IEEE 802.11b MAC are 96%, 98% and 97.5% respegtivel
] ] Moreover, unlike CBR and Exponential traffic, thegdee of
4.4.3. Random topology with TCP traffic fairness among the traffic flows using TCP areefain both

the power controlled MAC as well as the fixed trarssion
power MAC like the standard IEEE 802.11b.

5. CONCLUSION AND FUTURE DIRECTION

This paper proposed a new MAC called LBT-NA with
optimized-EIFS, which controls transmission powasdd on
the location and the optimal distance of the actiwe hop
neighbour. This cross-layer protocol uses a dynaBEIES
based on the type of the frame when frame erraursamainly
due to reception within an interference range difeotactive
nodes or when a frame with a stronger signal iguceg.
Unlike LBT-NA cross-layer MAC, which uses a minimum
power transmission based on the location of the
communicating node, LBT-NA with optimized-EIFS MAC
adjusts the transmission power based on neighbaatigity
to avoid hidden node issues. In a power controlled

The performance of TCP is also tested with thegand (Fansmission, due to varying transmission rangesisi
topology of Figure 14 and the result is presenteBigure 19. IMPossible to avoid all hidden node issues. However
Similar to CBR and Exponential traffic, the perf@mee of further avoidance of hidden node issues even wheode is

TCP also increases as the distance between theesourWithin interference or sensing range, an accuraterdng
increases. The increase in the performance of theep mechanism is proposed where activity of the intexenode

controlled transmission is due to the increaséénprobability 'S Predicted based on the duration of the busyestitthe
of concurrent transmission as explained earlier.ekvithe Cchannel and defers accordingly using an optimizéBSE

length of Area-G is 200m, the network performanaéngn | NUS, Dy using an optimized EIFS and adjusting the
the location based power control LBT-NA Cross Laged lransmission power based on neighbour's activididén node
LBT-NA with optimized-EIFS MAC is approximately 63% ISSUes are reduced or removed and the gain inegeed of

over the fixed maximum transmission power MAC lilgEE ~ faimess over a method using a minimum transmispmwer
802.11b. In a fixed power transmission like IEERAQb, the 1S UP t0 50% depending on the topology and trafjies.
sources of Area-B and Area-C could exhibit paralle/MOreover, using a backoff value based on the numdier

communication only when the length of the areal gaga-G  2ctive neighbourhood helps active nodes in savingrgy

is at least 300m. when contention is low and increases the network
performance too. Due to the power controlled meigmanthe
performance of the network in terms of utilizateimd reuse of

bandwidth increases in comparison with the standB&E

Figure 19: Network Performance of Random Sources an
Destinations using TCP Traffic.

In the saturated region, the TCP traffic runningthwi
IEEE802.11b performs slightly better with a networ



802.11b. In a random topology with a random souand

destination with two sources which are separated aby

minimum distance of 200m, the performance gain @fvgr
controlled MAC over IEEE 802.11b ranges from 30% @86
depending on the type of traffic in the networku$hoverall
LBT-NA with optimized-EIFS MAC is better than the\er
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sensing mechanism for wireless ad hoc networksComputer
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controlled LBT-NA Cross Layer MAC, which uses a[8] Alaa, Mugattash; Marwan Krunz, “A single-chahnsolution for

minimum power transmission and fixed transmissiomver
like IEEE 802.11b in terms of fairness, performarasd
energy utilization.

transmission power control in wireless ad hoc neit&/b In Proceedings of
the 5th ACM international symposium on Mobile ad hetworking and
computing(MobiHoc 2004). ACM, New York, NY, USA, pp.210,221
doi:10.1145/989459.989486.

[9] Mugattash, A.; Krunz, M., “POWMAC: a single-afrzel power-control

Future work will focus on effectively measuring the protocol for throughput enhancement in wirelesshad networks, Selected

received signal strength at the receiver in ordezstimate the
distance between the source and the destinatitrerrahan
using location information and propose a solutionréduce
the ripple effect of increasing the transmissiornweo of
neighbours when an active node increases its tiaagm
power due to the activity of other neighbours. Theure
works also aim in reducing hidden node issues htgher
scale especially when node mobility and power ailetl
transmission are both taken into account. The asthiso aim
to test the performance of the proposed mechanise real
environment and compare the results with the sitimula
work.
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