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Diagneosis in Clinical Neurophysiology

M.R. Saatchi
Abstract

The aim of this study was to apply signal processing techniques to a potential
known as the contingent negative variation (CNV) in order to aid detection of
schizophrenia, Parkinson's disease (PD) and Huntington's Disease (HD). A data
recording system was constructed and used to obtain data from 20 schizophrenic
patients, 16 PD patients, 21 "at-risk" of HD patients, 11 HD patients and 43
normal control subjects. The data included the CNV, electro-oculograms (required
for the preprocessing of the CNV) and the subjects reaction times to an acoustic
stimulus. The CNV waveforms were initially preprocessed. This reduced the
effects of background electroencephalogram and ocular artefact potentials.

The CNV waveforms were then processed using a method which involved the
discrete Fourier transform (DFT) and discriminant analysis. This method
developed from the work of Martin Nichols and Michael Coelho. It was possible
to successfully identify the majority of the patients using this method. In order to
reduce the complexity of patients' identification a different method of CNV signal
processing was considered. This involved obtaining the CNV features in the time
domain and using them in neural networks. This method was as effective as the
method which used DFT and discriminant analysis in identifying the patients. To
establish whether HD could presymptomatically be detected in the at-risk of HD
group, the CNV was analysed using principal component analysis (PCA) and
Ward's clustering method. This resulted in identification of 7 patients who were
suggested would develop HD. The subjects' reaction times were also analysed.
This indicated that the reaction times of schizophrenic, PD, HD and some at-risk
of HD patients were significantly different from the reaction times of their normal
control subjects.
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Chapter 1 Summhry

An instrumentation system was constructed and was used to record the data from
20 schizophrenic, 16 Parkinson's disease (PD), 11 Huntington's disease, 21 "at-
risk" (AR) of HD patients and 43 normal control subjects. In order to improve the
signal (ie. the contingent negative variation, CNV) to noise (ie. the background
EEG activity and ocular artefact) ratio, the CNV waveforms were preprocessed
using a method developed by Nichols [1982] and Coelho [1988]. The preprocessed
CNYV responses were then analysed by: i) using the Fourier transform and
discriminant analysis, ii) using the CNV time domain features in neural networks
and iii) applying principal component analysis and cluster analysis. The reaction

times of the subjects to an acoustic stimulus were also analysed.

1.1 Identification of Schizophrenic, Parkinson's Disease and Huntington's
Disease Patients by Frequency Analysis and Discriminant Analysis of the
CNV

This method involved applying the discrete Fourier transform (DFT) to pre- and
post-stimulus sections of the CNV waveforms and then applying four statistical
tests to the resulting harmonic frequency components of the pre- and post-stimulus
spectra. The four statistical tests were originally designed by Nichols [1982] to
detect phase and amplitude changes in CNV spectra. This process produced a set
of variables. A variable subset which best identified the patients was selected and
then used in a discriminant analysis program. A leave-one-out method was used to
ensure the data included during the calibration phase of the discriminant analysis
program were not used during the test phase. The method successfully identified
the majority of schizophrenic, PD and HD patients from normal subjects and it
was useful in distinguishing between the patients from the above three categories.
The performance of the discriminant analysis was best when distinguishing between

the HD patients and normal subjects (ie. 100%). This indicated that perhaps the
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effects of HD on the CNV is more severe than the effects of schizophrenia and PD
on the CNV. The success rates obtained when distinguishing the patients from
their normal control subjects were higher than the success rates obtained when
distinguishing between the patients from different categories. This might be
because some of the CNV abnormalities in schizophrenia, PD and HD overlap.

1.2 Identification of Schizophrenic, Parkinson's Disease and Huntington's
Disease Patients by Using the CNV Time Domain Features in Neural
Networks
Neural networks were applied to the CNV waveforms of the schizophrenic, PD
and HD patients and their normal control subjects. The CNV features (variables)
used were obtained by averaging every four consecutive sample values from a
CNYV section 512ms prior to the imperative-stimulus. This generated 16 CNV
features. As the time taken for the CNV to return to its baseline has been shown to
be important in identifying patients with disorders such as schizophrenia, PD and
HD (see chapter 2) a seventeenth feature which reflected this effect was also
included. The patients from each category and their normal control subjects were
divided into two groups. The CNV responses from the first group were used for
training the neural networks and the CNV responses from the second group were
used to test the effectiveness of the neural networks. The effect of changing the
number of nodes in the hidden layer(s) of the neural networks was investigated.
The neural networks successfully identified the schizophrenic, PD, and HD patients
from normal subjects. They performed best when distinguishing between the HD
patients and normal subjects (ie. 100% success rate). This was in line with the

results obtained from the other two methods of patients' differentiation.
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1.3 Presymptomatic Detection of Huntington's Disease and Identification of
Schizophrenic, Parkinson's Disease and Huntington's Disease Patients by
Applying Principal Component Analysis and Cluster Analysis to the CNV
The presymptomatic identification of HD patients is valuable as it can help the
individuals AR of HD decide whether they should have children. Discriminant
analysis was not suitable for presymptomatic identification of HD patients as it
was based on a supervised learning method. The clustering method is an
unsupervised learning method and therefore was used for this purpose. The
procedure for CNV feature extraction was the same as that used for the neural
network method. The CNV features were transformed using principal cémponent

analysis.

Initially principal component analysis and clustering were used to distinguish
between schizophrenic, PD and HD patients and normal subjects. Application of
principal component analysis and cluster analysis resulted in the identification of
the majority of schizophrenic, HD and PD patients. In line with the other two
methods of patients' differentiation this method was most effective in identifying

the HD patients.

The principal component analysis and cluster analysis were then applied to CNV
responses of 21 AR of HD patients and their normal control subjects. Seven AR of
HD patients were identified as "abnormal” and it was suggested that they would
develop HD. The remaining 14 AR of HD patients were identified as "normal"”
AR of HD patients.

A Two-tailed t-test was used to examine the CNV amplitudes in the abnormal AR
of HD patients, normal AR of HD patients and their normal control subjects. The
CNV amplitudes of abnormal AR of HD patients and their normal control subjects
were significantly different (p<0.001, df=12). The CNV amplitudes of normal
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AR of HD patients were not significantly different from those of their normal

control subjects.

The CNV amplitude analysis of the AR of HD patients also indicated that the
changes in the CNV responses of HD patients appeared prior to the onset of HD.
This finding is in agreement with the studies of Josiassen et al. [1982], Oepen et
al. [1982], Josiassen et al. [1984], Noth et al. [1984], Hennerici et al. [1985] and
Homberg et al. [1986] when other event-related potentials (ERPs) were analysed
in AR of HD patients (refer to chapter 2 for detail).

1.4 Reaction Times Analysis of Schizophrenic, Parkinson's Disease,
Huntington's Disease and At-Risk of Huntington's Disease Patients

During the data recordings, 32 reaction times were recorded for each subject. The
reaction times were averaged and used in a two-tailed t-test. It was found that the
reaction times of schizophrenic, PD and HD patients were significantly different

from the reaction times of their normal control subjects (p <0.001).

The reaction times of the AR of HD patients were not significantly different from
the reaction times of their normal subjects. A similar result was obtained when the
reaction times of the AR of HD patients who were identified as "normal" in
chapter 9 were compared with their normal control subjects. But when the reaction
times of the "abnormal" AR of HD patients were compared with the reaction times
of their normal control subjects, they were significantly different (p <0.05,
df=12).

In several studies it has been shown that the reaction time tends to be shorter

following a large CNV and longer following a low amplitude CNV [Tecce, 1972].
As the mean CNV amplitude of the abnormal AR of HD patient group was about
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1/3 of that in the normal control group, this prolongation of the reaction
times in the abnormal AR of HD patients was in agreement with findings related

to the relationship between the CNV amplitude and the reaction time.

1.5 Overall Remarks

In this study three different methods were successfully used to differentiate
schizophrenic, PD and HD patients. The results indicated that all three methods
were valuable in identifying these patients. The patient differentiation method
which involved the use of the discrete Fourier transform and discriminant analysis
was the most complex method. Neural networks were used in order to find an
effective but less complicated method of identifying the patients. The application
of principal component analysis and clustering resulted in the identification of 7
abnormal AR OF HD patients. The reaction times in the subjects were also
analysed and it was found that the reaction times of schizophrenic, PD, HD and
abnormal AR of HD were significantly different from the reaction times of their

normal control subjects.
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Chapter 2 Introduction

This project was a continuation of previous studies [Nichols, 1982] [Coelho,
1988]. Nichols [1982] recorded the contingent negative variation (CNV)
waveforms of 8 Huntington's Disease (HD) patients and 6 normal subjects and
devised a CNV preprocessing procedure. The preprocessing is necessary in order
to retrieve the CNV from background noise sources (the CNV preprocessing is
described in chapter 6). He then investigated the composition of the CNV by using
signal processing and statistical methods. Coelho [1988] enhanced the Nichols'
CNYV preprocessing method. He also applied signal processing and statistical
techniques to the data recorded by Nichols [1982] in order to differentiate between
HD patients and normal subjects (see chapter 7 for detail). The main problem with
the patients' identification method used by Coelho [1988] was that it required very

complicated and time consuming analysis of the CNV,

For this project the aim was to construct a data recording system and use it to
record the CNV waveforms of HD, "at-risk" (AR) of HD, Parkinson's Disease
(PD), schizophrenic patients, and their age and sex matched normal control
subjects. Then preprocess the CNV waveforms. It was intended to initially use the
patient identification method employed by Coelho [1988] and differentiate between
HD, PD, schizophrenic and normal subjects. Then develop another less
complicated method of identifying the patients. Presymptomatic detection of HD
patients is important as it could be used as a mean of reducing the number of
individuals with that disorder. Therefore, it was planned to investigate whether

HD could be presymptomatically diagnosed using the CNV.

The reason for using the CNV to identify HD, PD and schizophrenic patients is
that although these disorders could be related to some specific symptoms and
pathological changes, it can sometimes be difficult for a neurophysiologist or

psychiatrist to distinguish between them. This is because some of the symptoms
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and pathological changes observed in the patients with these disorders can be

similar.

In this chapter the symptoms and the brain structural changes observed in
schizophrenic, PD and HD patients are discussed. A description of the
electroencephalogram (EEG), event-related potentials (ERPs) and the CNV is
provided, and the relevant studies in ERPs in schizophrenia, PD, HD and AR of

HD are reviewed.

2.1 Description of the Disorders Included in this Study

2.1.1 Schizophrenia

The symptoms associated with schizophrenia can be grouped into "type 1" and
"type 2" [Crow and Johnstone, 1987]. Type 1 includes psychotic symptoms which
are generally referred to as "positive” because they cause abnormality by their
presence eg. hallucinations and delusions. Type 2 includes symptoms which are
generally referred to as "negative” because a normal function is missing.
Symptoms such‘ as poverty of speech, lack of self-care and anergia are considered
as negative symptoms. The symptoms observed in a schizophrenic patient could be
mainly positive, negative, or they can be a mixture. The positive and negative
symptoms can be observed at different times in the course of the illness, or
sometimes concurrently. Untreated schizophrenia tends to be progressive (with

some exceptions) and may reach a state of irreversible defect [Miller, 1989].

There are some indications of a general increase in cerebral activity in some stages
of schizophrenia. For example, an increased power in certain frequency bands of
the brain's electrical activity has been observed in early stages of schizophrenia
[Mukunda, 1986]. There are two possible causes for this excess neural activity. It

may be due to excess connectivity in the forebrain, or in crucial parts of it
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[Nasrallah et al., 1986], or it may be as a result of neurochemical imbalances with
respect to the neurotransmitters which control signal gain in the forebrain [Wong
et al., 1987]. Ben-Ari [1985] reported that the endogenous release of excitory
transmitters led to the brain cell destrucﬁon, therefore suggesting that if the

activity of neurons becomes too excessive, it might lead to their destruction.

Several structural brain abnormalities have been observed in schizophrenic patients
[Ron and Harvey, 1990]. The commonest were enlargement of the lateral and
third ventricles (see Figures (2.1) and (2.2)) and cortical atrophy [Revely, 1985]
[Weinberger et al., 1983]. There is also evidence for a reduction in volume of the
hippocampus (see Figure (2.3)) in schizophrenic patients [Falkai and Bogerts,
1986]. Young et al. [1991] using magnetic resonance imaging (MRI) found that
the parahippocampal gyrus (see Figure (2.3)) was smaller on the left side in 31
schizophrenic patients but not in 33 age and sex matched normal control subjects.
They reported that in schizophrenic patients, ventricular enlargement and cerebral
atrophy were significantly related to severity of the symptoms. Some investigators
found a distinct relationship between the structural brain abnormalities and
positive and negative symptoms in patients with schizophrenia. Marks and Luchins
[1990] provided a review of some of these reports.

The identification of patients with schizophrenia has been based on monitoring the
symptoms and observation of the structural brain abnormalities related to the

disorder.

2.1.2 Parkinson's Disease

PD was originally described by James Parkinson [1817]. PD is a progressive
neurologic disorder. Its main clinical symptoms are: i) body tremors at rest. The
tremors mainly affect a limb or limbs but they may also be observed in other areas

such as jaw and lips, ii) muscle rigidity. This may cause stiffness and muscle
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discomfort, iii) slowness of active movements (such as rising from a chair) and iv)
postural instability. This can cause patients to fall. A number of secondary clinical
symptoms such as dementia and depression may also be observed in some PD

patients.

The cause of PD is unknown. The studies in progress to identify its cause include
_ a search for an environmental toxin [Stern and Hurtig, 1988]. PD is characterised
pathologically by: i) degeneration of the dopaminergic neurons from the
substantia nigra [Bennett, 1988]. The substantia nigra (see Figure (2.4)) is a small
nucleus considered a part of the basal ganglia. The anatomy of the basal ganglia is
complex and their details poorly imown. The basal ganglia are composed of
neuron cell bodies located deep within the white matter of the cerebrum and they
form part the neural pathway that controls motor function [McKenzie et al., 1984]
and ii) the appearance of Lewy bodies in the substantia nigra [Gibb, 1987].

Lewy bodies consist of structurally altered filaments, in part derived from
neurofilament. There is no definitive laboratory test for diagnosing PD, therefore,
its diagnosis has been based on a careful study of the patients' medical history and
thorough physical and neurological examination [Vernon, 1989].

2.1.3 Huntington's Disease

HD is a fatal hereditary disorder of the central nervous system [Hayden, 1981].
The age of onset of the disease varies widely but usually it is during the third and
fourth decades of life. Its clinical symptoms include progressive motor
abnormalities (typically involuntary movement called chorea), intellectual
deterioration and in most cases psychiatric disturbance. The average life span after
the onset of the disease is between 15 and 20 years. The disease is inherited
through a defective gene localised to the short arm of chromosome 4 [Gusellé. et
al., 1983]. An offspring of an affected parent can have a 50% chance of receiving

the defective gene. Studies using computed tomography (CT) and positron
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emission tomography (PET) show neuropathological changes in several parts of
the brains of HD patients. The affected areas include the globus pallidus (see
Figure (2.5)) and frontal cortex [Hayden, 1981] [Adams et al., 1984], but the
brunt of the changes (typically severe neuronal loss) are in the striatum
[Mazziotta, 1989]. The striatum (see Figure (2.5)) is part of the basal ganglia and
is referred to two masses of nuclei called the caudate nucleus and putamen.
Several nerve pathways pass from the cerebral cortex (particularly the so-called

"pre-motor areas") to the striatum.

As there is no definitive test for diagnosing HD, therefore, its diagnosis has been

based on a positive family history (ie. if the patients have affected parents),

indications of progressive motor disability and psychiatric disturbance, and
~observation of relevant structural abnormalities of the brain using PET and CT

scans.

A genetic presymptomatic test for individuals AR of HD is possible but it excludes
some AR of HD patients. This is because the marker used in the test does not
detect the gene itself and therefore testing is only possible if suitable family
members are available so that the affected chromosome can be identified [Jackson,

1987] [Harper et al., 1988] [Mirsa et al., 1988].

2.2 Description of Electroencephalogram and Event-Related Potentials

The electroencephalogram (EEG) is the name given to electrical activity of the
brain. The first reported observation of EEG was made by a British physiologist
called Richard Caton. He studied the brains of rabbits and monkeys and reported:
"the external surface of the (brain's) grey matter is usually positive in relation to
the surface of the section through it. Feeble currents of varying direction pass
through the multiplier when the electrodes are placed on two points on the external

surface (of the brain), or one electrode on the grey matter, and one on the surface
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of the skull" [Caton, 1875]. Berger's [1929] discovery that EEG could be
recorded from the intact scalp led to the development of modern
electroencephalography in man. The EEG provides information about underlying

or ongoing brain functioning.

ERPs are potential changes in EEG that occur in association with an eliciting
event. In some articles the term evoked potential (EP) is used instead of ERP. In
this thesis both terms are used and they are considered synonymous. There are
several types of ERPs (Cooper et al. [1980] have provided a review of ERPs).
They include auditory evoked potentials (AEPS), visual evoked potential (VEPS)
and somatosensory evoked potentials (SEPs).

SEPs are usually elicited by stimulating the left or right median nerves at the wrist
with brief (0.1ms duration) electrical pulses. The stimulator for eliciting VEPs
may be a strobe flash or a checkerboard flash. The AEPs are elicited by clicks or
tones presented to one or both ears. The early components (up to 100ms) of the
ERPs are determined mainly by the nature of the evoking stimulus, while the
following components (after 100ms) reflect more the cognitive processes. The
widely reported cognitive EPs are the CNV, post-imperative negative variation
(PINV), Bereitschafts (readiness) potential, N100 and P300. The letters "N" and
"P" describe the polarities of the waves, ie. "P" represents a positive wave and
"N" represents a negative wave. The number following the polarity letter indicates
the wave's approximate peak latency. For example, N100 is a negative wave that
reaches its maximum amplitude at about 100ms after the onset of the evoking

stimulus.
The amplitude of N100 is dependent on factors such as expectedness of the
stimulus and the attention paid to it. The P300 is a positive wave that reaches its

peak between 300 and 500ms after the onset of the eliciting stimulus. To evoke the
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P300 in AEPs, the patient is requested to detect an infrequently occurring tone
burst from a background sequence of another tone which has a different pitch. The
P300 may reflect the ability of the individuals to process information [Baribeau-
Braun et al., 1983]. The Bereitschafts potential is generated as a result of a
voluntary motor response and it may reflect preparatory activity in the
supplementary motor area of the cortex [Dick et al., 1989]. The CNV is described
in detail in the next section. The PINV is closely related to the CNV and is also

described in the next section.

2.2.1 Description of the Contingent Negative Variation

The CNV was first described by Walter et al. [1964]. Since then it has been
described in a number of articles. Recently McCallum [1988] and Tecce and
Cattanach [1987] have provided a review of the nature of the CNV. The CNV is a
negative shift in EEG as compared to the potential of the electrical reference
electrode. Commonly electrodes placed on linked earlobes are used as the
reference. The elicitation of the CNV involves presentation of a warning
stimulus, S1 (eg. a click) to warn the subject of the upcoming imperative stimulus,
S2 (this can be a tone). The subject is requested to respond to the imperative
stimulus by performing a motor function, eg. by pressing a push-button to

terminate the tone.

The CNYV is susceptible to contaminations, mainly by ocular artefact potentials.
The causes of the ocular artefact potentials are eye movements and blinks and they
are described in chapter (6). The CNV is also usually obscured by the background
EEG. The CNYV therefore, has to be preprocessed prior to analysis. The
preprocessing method used was developed by Nichols [1982] and Coelho [1988]
and it is described in chapter (6).
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A schematic drawing of a preprocessed averaged CNV is shown in Figure (2.6).
Figures (2.7)-(2.11) show the CNV response in a normal subject, a schizophrenic
patient, a PD patient, an HD patient and an AR of HD patient respectively.
Figures (2.12)-(2.16) show the preprocessed averaged (over 8 trials) CNV
responses in the above subjects. The negative shift follows the onset of the
warning stimulus and it normally returns to its original baseline rapidly after the
subject response to the imperative stimulus. In some cases the CNV takes an
abnormally longer time to return to its original baseline. The negative potential
which appears as a continuation of the CNV following the imperative stimulus is
known as the post-imperative negative variation (PINV). Figure (2.17) shows the
PINV in a PD patient.

The CNV was reported to have an early and a late component [Rohrbaugh et al.,
1976] [Rohrbaugh and Gaillard, 1983]. The early component develops in
response to the warning stimulus, its magnitude is maximum over the frontal
cortex, and it is dependent on the characteristics of the warning stimulus (eg.
duration and modality) [Rohrbaugh and Gaillard, 1983]. The late component is
believed to be related to preparation for motor response and it has a more central
distribution over areas of the cortex Rohrbaugh et al. [1976]. The physiology of
the CNV is complex and is not completely understood. The CNV has been
suggested to originate from the frontal and central areas of the cortex. Some sub-
cortical areas of the brain such as the caudate nucleus of the thalamus were also

believed to have a role in its production [Tecce, 1972] [Cohen, 1974].

The CNV was used for the identification of patients with schizophrenia, PD and
HD because: i) the main source of the CNV (ie. the frontal cortex) is an affected
area in schizophrenia, PD and HD [Goldman-Rakic, 1987], ii) several studies
have indicated that the CNV was altered in patients with any of these disorders

(see section 2.3 for detail) and iii) the CNV is considered to be a measure of the
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brain-behaviour functions [Tecce, 1972].

2.3 Review of the Relevant Studies in Event-Related Potentials

There have been numerous applications of ERPs in the medical field. Chiappa
[1990] and Picton [1988] have provided a review of some of their applications.
Although only the CNV was used in this study, whenever appropriate, the results
of other relevant ERPs studies in schizophrenia, PD and HD are also included.

2.3.1 Event-Related Potentials in Schizophrenic Patients '

The P300 amplitude has been reported to be significantly reduced in schizophrenic
patients [Roth et al. 1980] [Pfefferbaum et al. 1984] [Barrett et al. 1986]
[Blackwood et al. 1987] [Romani et al. 1987] [Pfefferbaum et al. 1989] [Ward et
al. 1991]. A prolonged P300 latency has been reported by Pfefferbaum et al.
[1984], Blackwood et al. [1987] and Romani et al. [1987].

P50 is a positive wave occurring 50ms after the onset of an auditory stimulus
(such as a click). In an experiment Waldo et al. [1988] presented a series of pairs
of clicks to 13 schizophrenic patients and 32 normal subjects (each click pair
generated two P50 waves). They reported that in normal subjects, the P50 wave
generated as a result of the second stimulus was diminished compared with the
P50 generated as a result of the first stimulus. This phenomenon was not observed
in schizophrenic patients. Other alterations of auditory ERPs in schizophrenic
patients include a reduced N100 amplitude [Waldo et al., 1988] and a reduced
P200 amplitude [Shenton et al., 1989]. ’

Several studies have reported that the amplitude of the CNV in schizophrenic
patients was significantly reduced compared with normal control subjects
[Abraham et al., 1976] [Timsit-Berthier et al., 1984]. More recently, Abraham
[1989] confirmed this finding by comparing the CNV amplitudes of 29
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schizophrenic patiénts and 52 normal control subjects. Several studies have shown
the presence of longer than normal PINV in the majority of schizophrenic patients
[Roth, 1977] [Dubrovsky and Dongier, 1976] and there has also been evidence of
abnormal PINV in schizophrenic children [Strandburg et al., 1984].

2.3.2 Event-Related Potentials in Parkinson's Disease Patients

'fhe P200 and P300 components of auditory and the P100 component of visual
ERPs in 20 PD patients and 20 normal control subjects were studied by Hansch et
al. [1982]. They reported that in the case of PD patients the latencies of both the
P200 and P300 components were significantly increased and the amplitude of the
P100 component was significantly increased. Goodin and Aminoff [1986] analysed
the N200 and P300 components of AEPs in 13 PD patients and 40 normal control
subjects and reported a significant prolongation in the latencies of the N200 and
P300 components in the PD patients. The amplitude of the VEP in 9 PD patients
was reported to be significantly different from that of 12 age-matched normal
control subjects [Calzetti et al., 1990]. Tachibana et al. [1988] studied the SEPs in
PD patients and their normal subjects and found that the latency of the N20

component in the PD patients was significantly abnormal.

Dick et al. [1989] studied the Bereitschafts potential in 14 PD patients and 12
age-matched normal control subjects and reported that the amplitudes of the early
components of the Bereitschafts potential were smaller in the PD patients.
McCallum et al. [1970] observed a general reduction in the CNV amplitude in PD
'patients. This finding was later confirmed by Cohen [1974].

2.3.3 Event-Related Potentials in Huntington's Disease Patients

The SEPs in HD patients and AR of HD patients were investigated and compared

with those of normal control subjects in several studies. An increase in latency
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[Oepen et al., 1982] [Josiassen et al., 1982] and a reduction in amplitude [Noth et
al., 1984] [Ehle et al., 1984] [Bollen et al., 1985] [Abbruzzese et al., 1990] of
some SEP components were generally observed in HD patients. Josiassen et al.
[1982] and Noth et al. [1984] also reported that some AR of HD patients
exhibited amplitude reduction in their SEPs similar to that observed in HD
patients, although the reduction tended to be smaller in the AR of HD patients.

Oepen et al. [1982], Josiassen et al. [1984] and Hennerici et al. [1985] have
reported that the VEPs components in HD patients and some AR of HD patients
were significantly reduced.

The auditory evoked potentials (AEPs) in 21 HD patients and 21 normal control
subjects were analysed by Josiassen et al. [1984]. They reported the amplitudes of
the AEPs components in HD patients were generally reduced.

Rosenberg et al. [1985] compared the P300 components of both auditory and
visual ERPs in 13 HD patients with those in normal subjects. Nine HD patients
had abnormal auditory P300 latencies and 10 HD patients had abnormal visual
P300 latencies. Goodin and Aminoff [1985] analysed the latencies of the N200 and
P300 components of AEPs in 13 HD patients and 40 normal control subjects.
They found a significant prolongation in the latency of both the N200 and P300

~ components in HD patients compared with those of normal control subjects.
Homberg et al. [1986] studied the P200, N200 and P300 components of AEPs in
30 HD patients, 40 AR of HD patients and 60 normal control subjects. They
reported that the latencies of the P200, N200 and (especially) P300 components
were prolonged in the majority of HD patients and to a lesser extend in AR of HD

patients.

Jervis et al. [1984] and [1989] reported that statistically significant differences
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existed between the amplitude of some CNV harmonic frequency components in 8
HD patients and those of 6 normal subjects (an account of these studies is included

in chapter 7).

Josiassen et al. [1988] studied the SEPs, VEPs and AEPs in 22 individuals AR of
HD and reported that the generalised reduction in the amplitude of EPs in AR of
HD patients was not due to emotional symptoms associated with knowledge of AR
status. They suggested that the amplitude changes might reflect early and subtle

changes of an organic nature.

2.4 The Possible Effects of Medication on Event-Related Potentials

Some of the patients included in this study were on medication related to their
disorders. The possible effects of medication on ERPs have been investigated in
several studies. Josiassen et al. [1984] reported that medication might further
reduce the already lower than normal amplitude in the auditory and visual EPs in
HD patients. Blackwood et al. [1987] found that the latency of the P300
component in auditory ERPs obtained from unmedicated schizophrenic patients
was significantly prolonged and remained unchanged after a long term follow up
of the patients on medication. They also reported that the amplitude of the P300
component was reduced in schizophrenic pafients not on medication and remained
reduced following neuroleptic drug treatment. Ward et al. [1991] reported a
reduced P300 amplitude in unmedicated schizophrenic patients. The amplitude and
latency of VEPs in unmedicated PD patients compared to normal subjects were
also significantly different according to Calzetti et al. [1990].

2.5 Conclusion

The articles reviewed in this chapter indicate schizophrenia, PD and HD cause

structural brain abnormalities and some changes in the ERPs. The CNV was
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described and the reasons for selecting this potential for detecting schizophrenia,
PD and HD were discussed.
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Chapter 3 Description of the Instrumentation System

In this chapter the instrumentation system used for data recording is

described. An instrumentation system was required for simultaneous recording of
the signals from eight analogue channels, to generate the stimuli necessary for
recording of the CNV and to measure the subjects' reaction times to an acoustic
stimulus. The signals of interest were the CNV (from two sites), electro-
oculogram (EOG) (from four sites), electrocardiogram (ECG) and psychogalvanic
response (PGR). The magnitudes of these signals varied from a few microvolts
to several millivolts. To increase the accuracy of digitisation of the signals a
programmable gain amplifier (PGA) was required the gain of which could be
software adjusted in accordance with the magnitudes of the signals. The system
had to provide a sufficient data storage facility (about 1 megabytes per subject),
and also had to process and analyse the data. An online paper chart recording of
the signals was necessary to observe the signals during the recording and to have
a hard copy of the data for future reference. It was important to minimise
distortion of the signals during the acquisition, storage and processing. Portability,
reliability, the cost of the instrumentation system, and patients' safety during the

data recordings were also design considerations.

The commercially available recording systems, such as analogue magnetic tapes,
were not suitable as they did not meet the required specifications. Therefore a PC-
based instrumentation system was developed. The system consisted of an IBM PC
(AT model, with a 20 megabytes hard disk and fitted with a Sysgen tape steamer),
an Elema-Schonander EEG machine, an acoustic stimulator and a signal
conditioning unit. The set-up of the system during a recording session is shown in

Figure (3.1).

The recorded CNV from one of the sites, the ECG data and the PGR data were
not analysed during the course of this study and they were left for future studies.
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3.1 The Instrumentation System Input Stage

The signals from the electrodes were fed via the head-box (adaptor) into the
electrode selector switches and the differential amplifiers of the EEG machine as
shown in Figure (3.2). Each of these differential amplifiers had a fixed gain of 50.
Differential recording was necessary for compatibility with differential
measurements between the electrode pairs and in order to attenuate the common

mode noise.

The analogue signals from the outputs of the differential amplifiers followed two
paths. The first path led to the next section in the EEG machine, while the second
path led to a 25-way D-type connector. The D-type connector was coupled to the
section of the instrumentation system responsible for further amplifying, digitising
and storing of the data on the hard disk of the PC. In this way the EEG machine
provided the paper chart as usual and the signals were also conditioned, digitised
and stored by the following hardware units. The EEG machine electrode selector
switches made it possible to set the data recording montage. The EEG machine
had an input impedance of 1.7MQ with reference to earth [Elema-Schonander
databook, 1968].

3.2 High-Pass Filtering Section

It was necessary to high-pass filter the signals to reduce the d.c. offset in the
signal. The d.c. offset was mainly due to the extracerebral potentials (eg. skin
potentials). Cooper et al. [1980] suggested that the time constant of this filter
should be at least three times the duration of the inter-stimulus interval (ISI) of the
CNV (this interval was one second and the reason for selecting one second for this
period is given in chapter S) to avoid distortion of the CNV. A first order lead
network with C=10uF and R=1MQ was used for this purpose. This circuit had a

time constant of ten seconds. This corresponded to a cut-off frequency (£) of

69



*9Fe3s gndurT wegjSAS UOTIBIUSUNJGSUT Z°E oJnITJd

SHALTTARY
VLLAAA 41U

1

(uoLdvay)
Xou uvau

<

~

STINNVH) @

NI,

HOLIIANNOD
ddAL-U AVM-G2

SH0LDT'13S
HOLIAS
JUQLT I

70



0.0159Hz, where,

e (3.1)
2nRC

3.3 Second Stage Amplification Section

There was an instrumentation amplifier for each channel following the high-pass
filter section as shown in Figure (3.3). The function of each instrumentation
amplifier was to further amplify and to convert its input signal to an unbalanced
form. The instrumentation amplifier type was INA110 [Burr-Brown, 1986]. The
INA110 device is a monolithic FET input device. It was selected because it had a
high common mode rejection ratio (about 106dB), low gain drift, low offset drift
(2nV/deg.C), fast settling time (4us to 0.01%) and easily adjustable gain. The
instrumentation amplifier circuit is shown in Figure (3.4). A fixed resistor (R,
and a potentiometer (R,) were placed in series between pin 3 and pin 16 (the pins
11, 12, and 16 were connected together). The net resistance of R, and R, (ie.
Ry + Rgp) was referred to as R ;. The value of R, determined the gain of the

instrumentation amplifier and it was calculated using [Burr-Brown, 1986],

40000
RG = — =500 eee(3.2)
Gain - 1

For channels 1 to 6 (allocated for EEG and EOG recordings) the instrumentation
amplifier gain was 52.5. It was necessary to adjust the R ., potentiometer to obtain
this gain. For channels 7 and 8 (allocated for the ECG and PGR recordings), the
instrumentation amplifier gain was set to 2.6. This was achieved by placing a

10kl potentiometer in series with a 20kQ resistor between pins 3 and 16.
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The instrumentation amplifier gains were decided after considering the amplitude
range of each input signal and the gains provided by the other amplifiers in each

channel (this is described in section 3.8).

As the passive components attached to one input of each instrumentation amplifier
were not completely matched with components at the other input (ie. the resistors
and capacitors had a tolerance), a small d.c. offset appeared at the output of each
instrumentation amplifier. This offset was zeroed by applying a voltage to the
voltage reference pin (pin 6) of each instrumentation amplifier through a buffer.

This method of adjusting offset has been described in Burr-Brown [1986].

3.4 Low-Pass Filtering Section

Following each instrumentation amplifier there was a low-pass filter. Low-pass
filtering was necessary to prevent aliasing in the subsequent digitisation stage. The
design considerations for the low-pass filters were a linear pass-band phase
response, a sufficiently flat pass-band frequency response, and a sufficiently steep
gain roll-off. T!lree filter types were considered. They were the Chebysheyv,
Butterworth and Bessel. The Bessel filter was selected as it had the best phase
response among the three filter types and it also had an acceptable frequency
response. It was decided to use a cut-off frequency (f_ ) of 30Hz. This cut-off
frequency was several times higher than the frequencies of the signals of interest.

The low-pass filtering process also attenuated any SOHz mains interference.

Any aliasing component has to be attenuated to an acceptably low level below the
pass-band components. Let f_denotes this aliasing signal and f_represent the
sampling frequency (see Figure (3.5)). It has been shown [Elliott, 1987] that,

f=2f +f (3.3)

where f=1f-f ...(3.4)

r ¢l
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Figure 3.5 The method used to identify highest
aliasing frequency component.
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therefore fr = f. -f

cl

...(3.5)

For f =125Hz (see section 3.5 for information related to sampling frequency) and
f,=30Hz, the value of f_is 95Hz.

It was decided to use a fourth order filter. The attenuation (dB) for a fourth order
Bessel low-pass filter at a frequency f is given by [Van Valkenburg, 1984],
1

a(f) = 2010910 (dB) ees(3.6)
s%+1083+4582+1058+105

where s=jf/f . For largest aliasing component (ie. f =95Hz), $=j95/30.
Substituting s=j95/30 in (3.6) gives an attenuation of -47.6dB. This attenuation of

the largest aliasing component was considered sufficient.

The low-pass filter circuit was based on the voltage-controlled voltage source
(VCVY) filter. The VCVS is a variation of the Sallen and Key filter [Chen, 1982].
The circuit diagram of the low-pass filter is shown in Figure (3.6). The values of
the resistor (R) and the capacitor (C) were calculated using,

1

RC = «ee(3.7)

21rfnfcl

where f_is the normalising factor. The values of the f_for the first and second
stages of the fourth order Bessel filter were 1.432 and 1.606 respectively
[Horowitz and Hill, 1987]. The values of R, and R, were calculated using,
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=1+ — © eee(3.8)

where k is the voltage gain. The values of k for the first and second stages of the
filter were 1.084 and 1.759 respectively [Horowitz and Hill, 1987]. This resulted
in the filter gain of 1.907 (ie. 1.084 x 1.759).

The operational amplifier type used for this filter was TLO741CP. This type was

selected because it had low noise and low distortion.

3.5 Sample and Hold Section

The signals from the eight channels were sampled simultaneously. This was
because the removal of ocular artefact potentials from the CNV involved the
correlation of the EEG and EOG signals and therefore it was important to
maintain the phase relationship between the signals. A sample and hold (S/H)
signal generated from the timing circuit (this circuit is described in section 3.9)
was fed to the S/H unit of each channel resulting in the simultaneous sampling of
the signals. The usual sampling rate for CNV recording is about 100Hz (for
example, Prescott [1986] used a sampling rate of 100Hz in his CNV studies). The
sampling rate used in this study was 125Hz. This also conformed with the
sampling frequency used in previous studies [Nichols, 1982] [Coelhb, 1988] and
corresponded to a S/H period of 8ms (ie. 1/sampling rate), resulting in a
multiplexing rate of about 1kHz.

The S/H device type was LF398. This device had a sufficiently fast acquisition
time (less than 10us), low output noise in hold mode and low droop rate [National
Semiconductor, 1988]. The type and the value of the hold capacitor (Cy) were

important as this capacitor determined the acquisition time and droop rate. A
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0.01uF polystyrene capacitor was selected for C,.. The value of this capacitor
provided an acceptable compromise between the acquisition time and droop rate and
its type ensured a low dielectric absorption loss. The sample and hold circuit is

shown in Figure (3.7).

3.6 Multiplexing Section

The output of the S/H unit from each channel was connected to an analogue
multiplexer (type HI506) as shown in Figure (3.3). It was decided to use a 16-
channel multiplexer (rather than an 8-channel multiplexer) to allow for any
possible future expansion of the system. The multiplexer circuit is shown in Figure
(3.8). The multfplexer channels were selected through a programmable peripheral
interface (PPI) device (the PPI device is described in section (3.13)). The PPI
device was TTL logic compatible. The multiplexer was a CMOS device.
Therefore, a TTL to CMOS voltage level shifter (type CD40109B) was
incorporated to interface the multiplexer with the PPI device.

3.7 Third Stage Amplification and Signal Digitisation Method

A DT2805 card from the DT2801 Data Translation series [1985] was available
and it was used to further amplify and to digitise the signals. The cards had a
programmable gain amplifier (PGA) and a' 12-bit analogue to digital convertor
(A/D). The PGA preceded the A/D and its gain could be software adjusted to 1,
10, 100 or 500. The conversion time of the A/D was 25us. This was sufficiently

fast for the multiplexing time of 1ms.
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The magnitudes of signals varied from a few microvolts (as in the case of the
CNV) to several millivolts (as in the case of the PGR). To increase accuracy,
before signal digitisation, the signal magnitude was estimated with the aid of a
circuit known as a "window detector” (WD). The gain of the PGA was software
adjusted after reading the WD output. The WD was designed to detect the
threshold voltages of £20mV, +100mV, £1V and +10V. These threshold
voltages corresponded to the PGA gains of 500, 100, 10 and 1 respectively. Each
threshold voltage multiplied by its corresponding PGA gain resulted in A/D full
scale range of +10V. The block diagram of the WD is shown in Figure (3.9) and
the sections of its circuit are shown in Figure (3.10). The WD circuit composed of
three pairs of comparators (type LM311). The inputs to each comparator were the
multiplexer output and the relevant threshold voltage. The effect of varying the
signal magnitude on the WD output is shown in Figure (3.11) and the relationship
between WD output and PGA gain is shown in Table (3.1).
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Table (3.1) WD outputs and the corresponding PGA gains.

Signal Range c1l c2 c3 WD Output PGA Gain
$1V to %10V 0 0 0 0 1
+100mV to %1V 0] 0 1 4 10
+20mV to +100mV| O 1 1 6 100
0V to *20mv 1 1 1 7 500

When the magnitude of input signal (| v, | ) to the WD was less than the
threshold voltage ( | v_| ) for a comparator pair, the common output of that pair
was logic "1". As | v, | exceeded |v_| the common output of the pair was

logic "0".

After issuing a S/H signal the following steps were carried out: i) channel 1 of the
multiplexer was selected, ii) the output of the WD was read through the PPI
device, iii) the PGA gain was software adjusted to provide an appropriate gain (for
example if the signal magnitude was below 20mV, the PGA gain was set to 500),
iv) the signal was digitised, v) steps (i) to (iv) were repeated for channels 2 to 8.

The value of the WD output (which was 1 byte) was stored with the corresponding
digitised signal (which was 2 bytes). Therefore each sample produced 3 bytes.
When processing the data, the magnitudes of the signals were adjusted according

to the WD outputs.

3.8 Total Gain Provided By Each Channel
The total gain provided by each channel was calculated using,

Total gain = G, x G, x G, x G, ...(3.9)
where G, = first stage amplification (= 50),

G, = second stage amplification,
(for channels 1-6, G,=52.5,
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for channels 6 and 7, G,=2.6),
G, = effective gain of the low-pass filter (1.907),

G, = amplification due to the PGA.

For channels 1 to 6, the voltage gain range was from 5000 (when PGA gain was
1) to 2.5 x 10° (when the PGA gain was 500). The CNV amplitude was generally
between -4V and -15xV, and the EOG potentials had a maximum magnitude of
1mV. As the A/D had a full-scale voltage range of +10V, sufficient gain was
provided prior to the digitisation. For channels 7 and 8 the voltage gain was from
250 (when PGA gain was 1) to 125000 (when PGA gain was 500). As the ECG
and the PGA magnitudes were within +£3mV range, the allocated gain range for

channels 6 and 7 were therefore sufficient.

3.9 The Timing Circuit

A timing circuit was required for the following reasons: i) to provide the sample
and hold signal, ii) to measure the random inter-trial interval between the
successive CNYV trials and iii) to measure the subjects' reaction times. The block
diagram of the timing circuit is shown in Figure (3.12). This circuit was based on
two Intel 8253 software programmable interval timers. Each programmable
interval timer contained three counters (ie. counters 0, 1 and 2) which could
individually be programmed in several modes. Hall [1988] described in detail the
structure and the modes of 6peration of the Intel 8253 device. The programmable
interval timers were incorporated into the IBM PC by adding them to a vero-
board which had the necessary address decoding circuits for the devices added to

it. This board was placed in an expansion slot of the PC.
Figures (3.13a) and (3.13b) show the interconnections from the programmablé

interval timers to the various buses of the PC. The PC had a clock, the frequency
of which was 6MHz. The frequency of this clock was divided by four using two
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flip-flops (type 74HC73) connected together in series. The reduction in the clock
frequency was necessary as the maximum permissible input clock frequency for
the 8253 programmable interval timer was 2.6MHz. The resulting 1.5MHz clock
signal was used as the clock signal for the counters 0 and 2 of the programmable
interval timer 1. The function of each counter in the programmable interval timer

1 follows.

Counter 0 - this counter divided the 1.5MHz clock signal by 1500. The resulting
1kHz signal was used as a clock signal for counter 1 of the programmable interval

timer 1 and counter 0 of the programmable interval timer 2.

Counter 1 - this counter measured the random inter-trial interval (ITI) period
between successive CNV trials. The value of this period was generated in the

software and was stored in this counter.

Counter 2 - this counter was programmed to provide a 125Hz square wave signal.
The 125Hz signal was converted to the required narrow sampling pulse by a

, mono-stable (type 74121). The S/H timing diagram is shown in Figure (3.14). The
0 output of this mono-stable was used for the S/H signal and its Q output was
connected to an input (input "a") of an "OR" gate. The other input (input "b") of
this gate was connected to pin PA4 of the PPI device output port (ie. port A). The
output of the gate was connected to IRQ5 of the PC system interrupt controller 1
(type 8259A) in order to interrupt the PC at the required sampling rate. It was
necessary that the sampling process could be enabled or disabled through the
software. This was achieved by the inclusion of this "OR" gate in the timing
circuit. In order to disable the sampling process the "b" input of this "OR" gate
was set to "1" and the sampling was enabled by setting the "b" input of this "OR"
gate to "0". The PC had several interrupt types but, IRQS5 was the most suitable
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type for this purpose (for more information refer to IBM technical reference,
[1985). |

Only the counter 0 in the programmable interval timer 2 was used. This function
of this counter was to measure the subjects' reaction times. A signal from the tone
generator was fed to the gate of this counter. This signal started the counter at the
onset of the tone and when the push-button was pressed, it stopped the counter. As
the frequency of the clock input to this counter was 1kHz, the value read from it
represented the reaction time in milliseconds (ie. 1/1kHz = 1ms). The pther two
counters in this programmable interval timer may be utilised in the future

expansion of the system.

For each programmable interval timer, the data (D-D,), read (RD) and write
(WR) buses were connected to the corresponding buses on the vero-board. The
base address 300 (Hex.) is allocated for adding new devices to the IBM PC
system. The PC had a 16-bit data bus while the programmable interval timers had
an 8-bit data bus. When the address line A, was "0" data were read/written
from/to D-D, and when A was "1" data were read/written from/to D;-D . In
this application the data lines D-D, were used, therefore whenever the timers
were addressed, A; was "0". The address lines A, and A, from the PC were
connected to the programmable interval timers address lines Ajand A,
respectively. The address lines A, and A, determined which counter was
accessed. The control register of each programmable interval timer, which was
used to program the counters, was also selected through A and A, . To select a
programmable interval timer, the chip select input Ts of that timer was set to "0".
The chip select input for the programmable interval timer 1 was obtained from the
output of a 3-input "OR" gate. The inputs to this gate were the address lines A,
and A, and the enable line (En) from the PC. For programmable interval timer 2,

the Ts input was obtained from the output of another 3-input "OR" gate. The
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inputs to this "OR" gate were the address lines A, A,, and the En line from the
PC. The address line A, had to be inverted to reflect the address decoding (refer
to Tables (3.2) and (3.3)).

Table (3.2) Addresses used to select the
ports in the programmable interval timer 1.

Address Lines Address
in Port Selected
A4 |A3|A2|A1(AO| (Hex.)

0 |0 {0 |O |O 300 counter 0
0O |0 |0 |1 |O 302 counter 1
0|0 J1 |0 |O 304 counter 2
001 ]1 |0 306 control register

Table (3.3) Addresses used to select the
ports in the programmable interval timer 2.

Address Lines Address
in Port Selected
A4 |A3[A2|A1|AO| (Hex.)

1]0 |0 |0 |O 310 counter O
1|0 |0 |1 }0O 312 counter 1
1(01]1 |0 |0 314 counter 2
110 |1 j1 |oO 316 control register

3.10 Acoustic Stimuli Generator

To elicit the CNV it was necessary to present a warning and an imperative
stimulus to the subjects. Some investigators such as Tecce [1972] used a light flash
for the warning stimulus and a tone for the imperative stimulus. It was decided to
use a click and a tone for the warning and imperative stimuli respectively. The
light flash was not used for the warning stimulus as it can cause blinking. This in

turn results in ocular artefact.

94



3.10.1 Click Generator

The click generator circuit is shown in Figure (3.15). The base of a transistor (this
transistor performed as a digital switch) was connected to pin PA6 of the PPI
device port A and its collector was connected to the input of a mono-stable multi-
vibrator (type HEF4528B). On the rising edge of a pulse sent to the base of this
transistor, the mono-stable generated a narrow pulse (the width of which was set
by the values of R and C). The output of the mono-stable was connected to the
enable input (E,) of an analogue switch (type HEF4016B). The input terminal of
the switch (Y,) was connected to the centre pin of a 500kQ potentiometer and the
output of the analogue switch (Z,) was connected to a power amplifier (the power
amplifier is described in section (3.10.3)). During the short period that the mono-
stable output was high (ie. logic "1"), a d.c. voltage was transmitted through the
analogue switch to the power amplifier. This produced a click. The intensity of the
click was adjusted by using a S00k{} potentiometer.

3.10.2 Tone Generator

The tone generator circuit is shown in Figure (3.16). The base of a transistor (this
transistor was used as a digital switch) was connected to pin PA7 of the PPI
device port A and its collector to the input (Iob) of a mono-stable multi-vibrator
(type HFEA528B). The mono-stable circuit produced a square pulse (the duration
of the pulse was set to 6 seconds) on the rising edge of a pulse sent through the
PPI device to the base of the transistor. The output of the mono-stable was
connected to the enable input (E) of an analogue switch (type HEF4016B).
During the period that the output of the mono-stable was logic "1" a waveform
(frequency= 1kHz), produced by a circuit based on a 555N device, was
transmitted to the power amplifier through the analogue switch. This produced a

tone. The intensity of the tone was adjusted using a 500k} potentiometer.
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A wire linked a push-button to the clear direct input (CDB) of the mono-stable.
The subjects, by pressing the push-button, cleared the output of the mono-stable,

thus terminating the tone.

The output of the mono-stable (Op) was also connected to the gate of counter 0 in
the programmable interval timer 2 (see section 3.9) in order to measure the

subjects’ reaction times.

3.10.3 Audio Power Amplifier

A circuit based on the TBA820 device provided the necessary power amplification
of the click and the tone signals. This circuit was obtained from the RS data sheet
[1985]. The output of this circuit was connected to an 8Q loudspeaker. The audio

power amplifier circuit is shown in Figure (3.17).

3.11 Circuit to Detect Erroneous CNV Trials

The CNV trial was erroneous if the subjects pressed the push-button prior to the
onset of the tone. It was necessary to detect the erroneous trials and to discard the
data associated with them. The circuit designed for this purpose is shown in
Figure (3.18). It had two inputs, one was from the push-button (which was linked
to the tone generator circuit) and the other was from pin PC1 of the PPI device
port C. The output of the circuit was connected to pin PB5 of the PPI device port
B.

The timing diagram of the circuit is shown in Figure (3.19). When the push-button
was pressed the circuit output changed from logic "0" to "1". The software was
designed so that the output of this circuit was checked prior to the onset of the
tone and if this output was "1" (ie. the subject pressed the push-button before the
onset of the tone), the tone was not generated and the data associated with that

trial were discarded. The output of the circuit was cleared by the software to "0"
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through pin PC1 of the PPI device port C at the end of each CNV trial recording.

3.12 Operator Switch and System LED

An operator switch was incorporated (as shown in Figure (3.20)) so that if it .pn
101 became necessary the operator could provide a pause in the data recording.
An LED was included to indicate when the data recording was in progress. Figure

(3.21) shows its circuit diagram.

3.13 Digital Interfacing

An Intel programmable peripheral interface (PPI) device (type 8255A) was used
for the interfacing of the devices to the PC system. The PPI device had three 8-bit
ports (A, B and C). The ports could be configured through the software in several
modes to perform a variety of functions (as described by Hall [1988]). The mode
selected was the basic input/output mode (ie. mode 0). In mode 0, the PPI device
provided a simple input and output operation for each of the three ports. The PPI
device had a write only control register. By entering 82 (Hex.) into this control
register (through the software) ports A and C were set for output and port B was
set for input. The functions of the ports are shown in Table (3.4).
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Table (3.4) Functions of the ports in the PPI device.

Port |Bit Function
0]
1 ] multiplexer channel select
2
A 3
4 enable/disable sampling
5 LED command
6 click generator trigger
-7 tone generator trigger
o
1 ] window detector output
2
B 3 programmable interval timer 1 counter 1 output
4 operator switch output
5 CNV error detector circuit clear command
711
7 not used
0 programmable interval timer 1 counter 1 gate
1 CNV error detector circuit output
2
c 3
4 not used
5
6
7

The PPI device was added to the PC system using the vero-board (described in
section 3.9). Figure (3.22) shows the method of connecting the PPI device to the
vero-board. The device data pins (D-D.,) were connected to the system data bus
(D,D,). The read (RD) and write (WR) pins were connected to the corresponding
lines (Tor and Iow) of the vero-board. The ports A, B and C and the control
register were selected using the address lines Aj and A,. The A, and A, pins were
connected to the vero-board lines A, and A, respectively. The PPI device was
selected when the chip select pin (Ce) was low. This was achieved using a circuit
shown in Figure (3.23). The addresses used for selecting the ports and the control

register are shown in Table (3.5).
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Table (3.5) Addresses used to select the

PPI ports.
Address Lines Address
in Port Selected
A4|A3|A2(A1|A0| (Hex.)
0 (1 ]o |o (o 308 port A
0 {1 (0 |1 |O 30A port B
0 (1110 }0 30cC port C
01 1 (1 |0 30E control register

3.14 Data Storage Requirement

The number of bytes (N,) for a recording containing 32 trials was calculated

using,

where S_was the sample rate =

Nb=S xNxBxTxN
T [ 3 t

125Hz,

. Was the number of channels = 8 channels,
B’ was the number of bytes per sample = 3 bytes,

was the duration of a CNV trial =

12 seconds,

and N, was the number of trials recorded = 32 trials.

Using (3.10), N, was equal to 1.152 x 10° bytes (ie. 125 x 8 x 3 x 12 x 32).

3.15 Data Storage Facility

The recorded data related to the waveforms and the reaction time values for each
subject were kept in a file. This file was initially stored on the hard disk of the
PC and then copied into a 20 megabytes cassette using a Sysgen tape streamer.
This data transfer was controlled by a commercially available program called
FBACK. A description of this program and the procedure for the data transfer is
provided in Sysgen Smart Image Subsystem Owner's Manual [1985].

3.16 Hardware Testing

Initially the sections of the hardware were separately tested to ensure they
functioned in accordance with the specifications. The gain and d.c. offset of each
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amplifier and the phase and frequency responses of the filters were monitored.
Signals with different amplitudes were applied to the WD and the output of the
WD was examined. Tests were carried out to ensure the counters in the 8253
programmable interval timers functioned as described in section 3.9. This included
observing the 125Hz square wave signal generated by the counter 2 (in the
programmable interval timer 1) on the oscilloscope. The timing diagram of the
interrupt signal (shown in Figure (3.14)) was observed on the oscilloscope and it
was ensured it had a correct relationship with the sample and hold signal. The PPI
device was tested through software by reading and writing digital test data to and
from its ports. The operation of the stimuli generator unit was checked. The
circuit responsible for detecting erroneous CNV trials was tested by pressing the
push-button prior the onset of the tone. The device correctly detected the faulty
CNV trials.

The phase and frequency responses of the system up to the S/H units were
obtained using a frequency analyser. The set-up used is shown in Figure (3.24).
The phase and frequency responses obtained for channel 1 are shown in Figures
(3.25) and (3.26) respectively. The operation of the DT2805 was tested by
applying a calibration signal to the board, digitising the signal, storing the
digitised data on the hard disk and then plotting the stored data. The operation of
the complete recording system was tested by applying a calibration signal to the
EEG machine head-box and recording the signals using the eight channels. This
indicated that the system correctly recorded and stored the data on the hard disk.

109



CSBBUOCSBU ADUBNLEJ S
PUR aseyd 343 UFEIQO O3 PESN dN-38S HZ° S SJINBTI

“8330td

i

e T 2. 94 197 J

AdDUBNbaJ 4

UOTIDNS BUTYDEW 933

“BTST e
UOTIEIUIUNJIISUT
<83 1T
sswa
"o

23 1T
sswed

YO1H

483 T ¥

A<

ssed

HSTH

&

GBOT YT e
J®TIUAIDIHTIQ

LW E Y L7 1Y
VETS Oy
spoJu3ld® 13

xoqpesy

110



Frequency (Hz)

Phase
(dec.) =40

Figure 3.25 Phase response of the instrumentation
system.
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Figure 3.26 Frequency response of the instrumentation
system.
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Chapter 4 Description of the Data Recording Software

The data recording software had two main sections. The first section was written
in the Turbo Pascal programming language and it was called "ACQ.PAS". The
second section was written in assembly language (Intel 80286) and was linked to
the Pascal program. The assembly language program was called
"SAMPLE1.ASM". The listing of the data recording software is provided in
Appendix (A).

4.1 Description of the Pascal Program Section
This section initialised and tested the DT2805 board (this board was used for its
programmable gain amplifier (PGA) and analogue to digital converter (A/D)) and

it acquired the following data recording information from the operator:

- The pre-warning-stimulus record length (in seconds).

- The inter-stimulus interval duration (in seconds).

- The post-imperative-stimulus record length (in seconds).
- The number of CNV trials to be recorded.

- A filename for data storage.

It then requested the operator to select an option. The options were familiarisation,
practice and data recording. The purpose of familiarisation option was to ensure
that the subjects could recognise the warning and imperative stimuli. When this
option was selected a series of 10 click and tone pairs were generated by the
instrumentation system and the subjects listened