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Abstract

The aim of this study was to apply signal processing techniques to a potential
known as the contingent negative variation (CNV) in order to aid detection of
schizophrenia, Parkinson's disease (PD) and Huntington's Disecase (HD). A data
recording system was constructed and used to obtain data from 20 schizophrenic
patients, 16 PD patients, 21 "at-risk” of HD patients, 11 HD patients and 43
normal control subjects. The data included the CNYV, electro-oculograms (required
for the preprocessing of the CNV) and the subjects reaction times to an acoustic
stimulus. The CNV waveforms were initially preprocessed. This reduced the
effects of background electroencephalogram and ocular artefact potentials.

The CNV waveforms were then processed using a method which involved the
discrete Fourier transform (DFT) and discriminant analysis. This method
developed from the work of Martin Nichols and Michael Coelho. It was possible
to successfully identify the majority of the patients using this method. In order to
reduce the complexity of patients' 1dentification a different method of CNV signal
processing was considered. This involved obtaining the CNV features in the time
domain and using them in neural networks. This method was as effective as the
method which used DFT and discriminant analysis in identifying the patients. To
establish whether HD could presymptomatically be detected in the at-risk of HD
group, the CNV was analysed using principal component analysis (PCA) and
Ward's clustering method. This resulted in identification of 7 patients who were
suggested would develop HD. The subjects' reaction times were also analysed.
This indicated that the reaction times of schizophrenic, PD, HD and some at-risk
of HD patients were significantly different from the reaction times of their normal
control subjects.
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Chapter 1 qu

An instrumentation system was constructed and was used to record the data from
20 schizophrenic, 16 Parkinson's disease (PD), 11 Huntington's disease, 21 "at-
risk" (AR) of HD patients and 43 normal control subjects. In order to improve the
signal (ie. the contingent negative variation, CNV) to noise (ie. the background
EEG activity and ocular artefact) ratio, the CNV waveforms were preprocessed
using a method developed by Nichols [1982] and Coelho [1988]. The preprocessed
CNV responses were then analysed by: i) using the Fourier transform and
discriminant analysis, ii) using the CNV time domain features in neural networks
and iii) applying principal component analysis and cluster analysis. The reaction

times of the subjects to an acoustic stimulus were also analysed.

1.1 Identification of Schizophrenic, Parkinson's Disease and Huntington's
Disease Patients by Frequency Analysis and Discriminant Analysis of the
CNV

This method involved applying the discrete Fourier transform (DFT) to pre- and
post-stimulus sections of the CNV waveforms and then applying four statistical
tests to the resulting harmonic frequency components of the pre- and post-stimulus
spectra. The four statistical tests were originally designed by Nichols [1982] to
detect phase and amplitude changes in CNV spectra. This process produced a set
of variables. A variable subset which best identified the patients was selected and
then used in a discriminant analysis program. A leave-one-out method was used to
ensure the data included during the calibration phase of the discriminant analysis
program were not used during the test phase. The method successfully identified
the majority of schizophrenic, PD and HD patients from normal subjects and it
was useful in distinguishing between the patients from the above three categories.
The performance of the discriminant analysis was best when distinguishing between

the HD patients and normal subjects (ie. 100%). This indicated that perhaps the
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effects of HD on the CNV is more severe than the effects of schizophrenia and PD
on the CNV. The success rates obtained when distinguishing the patients from
their normal control subjects were higher than the success rates obtained when
distinguishing between the patients from different categories. This might be
because some of the CNV abnormalities in schizophrenia, PD and HD overlap.

1.2 Identification of Schizophrenic, Parkinson's Disease and Huntington's
Disease Patients by Using the CNV Time Domain Features in Neural
Networks

Neural networks were applied to the CNV waveforms of the schizophrenic, PD
and HD patients and their normal control subjects. The CNV features (variables)
used were obtained by averaging every four consecutive sample values from a
CNV section 512ms prior to the imperative-stimulus. This generated 16 CNV
features. As the time taken for the CNV to return to its baseline has been shown to
be important in identifying patients with disorders such as schizophrenia, PD and
HD (see chapter 2) a seventeenth feature which reflected this effect was also
included. The patients from each category and their normal control subjects were
divided into two groups. The CNV responses from the first group were used for
training the neural networks and the CNV responses from the second group were
used to test the effectiveness of the neural networks. The effect of changing the
number of nodes in the hidden layer(s) of the neural networks was investigated.
The neural networks successfully identified the schizophrenic, PD, and HD patients
from normal subjects. They performed best when distinguishing between the HD
patients and normal subjects (ie. 100% success rate). This was in line with the

results obtained from the other two methods of patients' differentiation.
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1.3 Presymptomatic Detection of Huntington's Disease and Identification of
Schizophrenic, Parkinson's Disease and Huntington's Disease Patients by
Applying Principal Component Analysis and Cluster Analysis to the CNV
The presymptomatic identification of HD patients is valuable as it can help the
individuals AR of HD decide whether they should have children. Discriminant
analysis was not suitable for presymptomatic identification of HD patients as it
was based on a supervised learning method. The clustering method is an
unsupervised learning method and therefore was used for this purpose. The
procedure for CNV feature extraction was the same as that used for the neural
network method. The CNV features were transformed using principal cdmponent

analysis.

Initially principal component analysis and clustering were used to distinguish
between schizophrenic, PD and HD patients and normal subjects. Application of
principal component analysis and cluster analysis resulted in the identification of
the majority of schizophrenic, HD and PD patients. In line with the other two
methods of patients' differentiation this method was most effective in identifying

the HD patients.

The principal component analysis and cluster analysis were then applied to CNV
responses of 21 AR of HD patients and their normal control subjects. Seven AR of
HD patients were identified as "abnormal” and it was suggested that they would
develop HD. The remaining 14 AR of HD patients were identified as “normal”
AR of HD patients.

A Two-tailed t-test was used to examine the CNV amplitudes in the abnormal AR

of HD patients, normal AR of HD patients and their normal control subjects. The

CNYV amplitudes of abnormal AR of HD patients and their normal control subjects
were significantly different (p <0.001, df=12). The CNV amplitudes of normal
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AR of HD patients were not significantly different from those of their normal

control subjects.

The CNV amplitude analysis of the AR of HD patients also indicated that the
changes in the CNV responses of HD patients appeared prior to the onset of HD.
This finding is in agreement with the studies of Josiassen et al. [1982], Oepen et
al. [1982], Josiassen et al. [1984], Noth et al. [1984], Hennerici et al. [1985] and
Homberg et al. [1986] when other event-related potentials (ERPs) were analysed
in AR of HD patients (refer to chapter 2 for detail).

1.4 Reaction Times Analysis of Schizophrenic, Parkinson's Disease,
Huntington's Disease and At-Risk of Huntington's Disease Patients

During the data recordings, 32 reaction times were recorded for each subject. The
reaction times were averaged and used in a two-tailed t-test. It was found that the
reaction times of schizophrenic, PD and HD patients were significantly different

from the reaction times of their normal control subjects (p <0.001).

The reaction times of the AR of HD patients were not significantly different from
the reaction times of their normal subjects. A similar result was obtained when the
reaction times of the AR of HD patients who were identified as "normal” in
chapter 9 were compared with their normal control subjects. But when the reaction
times of the "abnormal” AR of HD patients were compared with the reaction times
of their normal control subjects, they were significantly different (p <0.05,
df=12).

In several studies it has been shown that the reaction time tends to be shorter

following a large CNV and longer following a low amplitude CNV [Tecce, 1972].
As the mean CNV amplitude of the abnormal AR of HD patient group was about
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1/3 of that in the normal control group, this prolongation of the reaction
times in the abnormal AR of HD patients was in agreement with findings related

to the relationship between the CNV amplitude and the reaction time.

1.5 Overall Remarks

In this study three different methods were successfully used to differentiate
schizophrenic, PD and HD patients. The results indicated that all three methods
were valuable in identifying these patients. The patient differentiation method
which involved the use of the discrete Fourier transform and discriminant analysis
was the most complex method. Neural networks were used in order to find an
effective but less complicated method of identifying the patients. The application
of principal component analysis and clustering resulted in the identification of 7
abnormal AR OF HD patients. The reaction times in the subjects were also
analysed and it was found that the reaction times of schizophrenic, PD, HD and
abnormal AR of HD were significantly different from the reaction times of their

normal control subjects.
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Chapter 2 Introduction

This project was a continuation of previous studies [Nichols, 1982] [Coclho,
1988]. Nichols [1982] recorded the contingent negative variation (CNV)
waveforms of 8 Huntington's Disease (HD) patients and 6 normal subjects and
devised a CNV preprocessing procedure. The preprocessing is necessary in order
to retrieve the CNV from background noise sources (the CNV preprocessing is
described in chapter 6). He then investigated the composition of the CNV by using
signal processing and statistical methods. Coelho [1988] enhanced the Nichols'
CNV preprocessing method. He also applied signal processing and statistical
techniques to the data recorded by Nichols [1982] in order to differentiate between
HD patients and normal subjects (see chapter 7 for detail). The main problem with
the patients' identification method used by Coelho [1988] was that it required very

complicated and time consuming analysis of the CNV.

For this project the aim was to construct a data recording system and use it to
record the CNV waveforms of HD, “at-risk” (AR) of HD, Parkinson's Disease
(PD), schizophrenic patients, and their age and sex matched normal control
subjects. Then preprocess the CNV waveforms. It was intended to initially use the
patient identification method employed by Coelho [1988] and differentiate between
HD, PD, schizophrenic and normal subjects. Then develop another less
complicated method of identifying the patients. Presymptomatic detection of HD
patients is important as it could be used as a mean of reducing the number of
individuals with that disorder. Therefore, it was planned to investigate whether
HD could be presymptomatically diagnosed using the CNV.

The reason for using the CNV to identify HD, PD and schizophrenic patients is
that although these disorders could be related to some specific symptoms and
pathological changes, it can sometimes be difficult for a neurophysiologist or

psychiatrist to distinguish between them. This is because some of the symptoms
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and pathological changes observed in the patients with these disorders can be

similar.

In this chapter the symptoms and the brain structural changes observed in
schizophrenic, PD and HD patients are discussed. A description of the
electroencephalogram (EEG), event-related potentials (ERPs) and the CNV is
provided, and the relevant studies in ERPs in schizophrenia, PD, HD and AR of

HD are reviewed.

2.1 Description of the Disorders Included in this Study

2.1.1 Schizophrenia

The symptoms associated with schizophrenia can be grouped into "type 1" and
"type 2" [Crow and Johnstone, 1987]. Type 1 includes psychotic symptoms which
are generally referred to as "positive” because they cause abnormality by their
presence eg. hallucinations and delusions. Type 2 includes symptoms which are
generally referred to as "negative" because a normal function is missing.
Symptoms such‘ as poverty of speech, lack of self-care and anergia are considered
as negative symptoms. The symptoms observed in a schizophrenic patient could be
mainly positive, negative, or they can be a mixture. The positive and negative
symptoms can be observed at different times in the course of the illness, or
sometimes concurrently. Untreated schizophrenia tends to be progressive (with

some exceptions) and may reach a state of irreversible defect [Miller, 1989].

There are some indications of a general increase in cerebral activity in some stages
of schizophrenia. For example, an increased power in certain frequency bands of
the brain's electrical activity has been observed in early stages of schizophrenia
[Mukunda, 1986]. There are two possible causes for this excess neural activity. It

may be due to excess connectivity in the forebrain, or in crucial parts of it
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[Nasrallah et al., 1986], or it may be as a result of neurochemical imbalances with
respect to the neurotransmitters which control signal gain in the forebrain [Wong
et al., 1987]. Ben-Ari [1985] reported that the endogenous release of excitory
transmitters led to the brain cell destruction, therefore suggesting that if the

activity of neurons becomes too excessive, it might lead to their destruction.

Several structural brain abnormalities have been observed in schizophrenic patients
[Ron and Harvey, 1990]. The commonest were enlargement of the lateral and
third ventricles (see Figures (2.1) and (2.2)) and cortical atrophy [Revely, 1985]
[Weinberger et al., 1983]. There is also evidence for a reduction in volume of the
hippocampus (see Figure (2.3)) in schizophrenic patients [Falkai and Bogerts,
1986]. Young et al. [1991] using magnetic resonance imaging (MRI) found that
the parahippocampal gyrus (see Figure (2.3)) was smaller on the left side in 31
schizophrenic patients but not in 33 age and sex matched normal control subjects.
They reported that in schizophrenic patients, ventricular enlargement and cerebral
atrophy were significantly related to severity of the symptoms. Some investigators
found a distinct relationship between the structural brain abnormalities and |
positive and negative symptoms in patients with schizophrenia. Marks and Luchins

[1990] provided a review of some of these reports.

The identification of patients with schizophrenia has been based on monitoring the
symptoms and observation of the structural brain abnormalities related to the

disorder.

2.1.2 Parkinson's Disease

PD was originally described by James Parkinson [1817]. PD is a progressive
neurologic disorder. Its main clinical symptoms are: i) body tremors at rest. The
tremors mainly affect a limb or limbs but they may also be observed in other areas

such as jaw and lips, ii) muscle rigidity. This may cause stiffness and muscle
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discomfort, iii) slowness of active movements (such as rising from a chair) and iv)
postural instability. This can cause patients to fall. A number of secondary clinical
symptoms such as dementia and depression may also be observed in some PD

patients.

The cause of PD is unknown. The studies in progress to identify its cause include
~ a search for an environmental toxin [Stern and Hurtig, 1988]. PD is characterised
pathologically by: i) degeneration of the dopaminergic neurons from the
substantia nigra [Bennett, 1988]. The substantia nigra (see Figure (2.4)) is a small
nucleus considered a part of the basal ganglia. The anatomy of the basal ganglia is
complex and their details poorly imown. The basal ganglia are composed of
neuron cell bodies located deep within the white matter of the cerebrum and they
form part the neural pathway that controls motor function [McKenzie et al., 1984]
and ii) the appearance of Lewy bodies in the substantia nigra [Gibb, 1987].

Lewy bodies consist of structurally altered filaments, in part derived from
neurofilament. There is no definitive laboratory test for diagnosing PD, therefore,
its diagnosis has been based on a careful study of the patients' medical history and
thorough physical and neurological examination [Vernon, 1989].

2.1.3 Huntington's Disease

HD is a fatal hereditary disorder of the central nervous system [Hayden, 1981].
The age of onset of the disease varies widely but usually it is during the third and
fourth decades of life. Its clinical symptoms include progressive motor
abnormalities (typically involuntary movement called chorea), intellectual
deterioration and in most cases psychiatric disturbance. The average life span after
the onset of the disease is between 15 and 20 years. The disease is inherited
through a defective gene localised to the short arm of chromosome 4 [Gusellé et
al., 1983]. An offspring of an affected parent can have a 50% chance of receiving
the defective gene. Studies using computed tomography (CT) and positron
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emission tomography (PET) show neuropathological changes in several parts of
the brains of HD patients. The affected areas include the globus pallidus (see
Figure (2.5)) and frontal cortex [Hayden, 1981] [Adams et al., 1984], but the
brunt of the changes (typically severe neuronal loss) are in the striatum
[Mazziotta, 1989]. The striatum (see Figure (2.5)) is part of the basal ganglia and
is referred to two masses of nuclei called the caudate nucleus and putamen.
Several nerve pathways pass from the cerebral cortex (particularly the so-called

"pre-motor areas”) to the striatum.

As there is no definitive test for diagnosing HD, therefore, its diagnosis has been

based on a positive family history (ie. if the patients have affected parents),

indications of progressive motor disability and psychiatric disturbance, and
~observation of relevant structural abnormalities of the brain using PET and CT

scans.

A genetic presymptomatic test for individuals AR of HD is possible but it excludes
some AR of HD patients. This is because the marker used in the test does not
detect the gene itself and therefore testing is only possible if suitable family
members are available so that the affected chromosome can be identified [Jackson,
1987] [Harper et al., 1988] [Mirsa et al., 1988].

2.2 Description of Electroencephalogram and Event-Related Potentials

The electroencephalogram (EEG) is the name given to electrical activity of the
brain. The first reported observation of EEG was made by a British physiologist
called Richard Caton. He studied the brains of rabbits and monkeys and reported:
*the external surface of the (brain's) grey matter is usually positive in relation to
the surface of the section through it. Feeble currents of varying direction pass
through the multiplier when the electrodes are placed on two points on the external

surface (of the brain), or one electrode on the grey matter, and one on the surface
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of the skull" [Caton, 1875]. Berger's [1929] discovery that EEG could be
recorded from the intact scalp led to the development of modemn -
electroencephalography in man. The EEG provides information about underlying

or ongoing brain functioning.

ERPs are potential changes in EEG that occur in association with an eliciting
event. In some articles the term evoked potential (EP) is used instead of ERP. In
this thesis both terms are used and they are considered synonymous. There are
several types of ERPs (Cooper et al. [1980] have provided a review of ERPs).
They include auditory evoked potentials (AEPs), visual evoked potential (VEPs)
and somatosensory evoked potentials (SEPs).

SEPs are usually elicited by stimulating the left or right median nerves at the wrist
with brief (0.1ms duration) electrical pulses. The stimulator for eliciting VEPs
may be a strobe flash or a checkerboard flash. The AEPs are elicited by clicks or
tones presented to one or both ears. The early components (up to 100ms) of the
ERPs are determined mainly by the nature of the evoking stimulus, while the
following components (after 100ms) reflect more the cognitive processes. The
widely reported cognitive EPs are the CNV, post-imperative negative variation
(PINV), Bereitschafts (readiness) potential, N100 and P300. The letters "N" and
"P" describe the polarities of the waves, ie. "P" represents a positive wave and
"N" represents a negative wave. The number following the polarity letter indicates
the wave's approximate peak latency. For example, N100 is a negative wave that
reaches its maximum amplitude at about 100ms after the onset of the evoking

stimulus.

The amplitude of N100 is dependent on factors such as expectedness of the
stimulus and the attention paid to it. The P300 is a positive wave that reaches its
peak between 300 and 500ms after the onset of the eliciting stimulus. To evoke the
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P300 in AEPs, the patient is requested to detect an infrequently occurring tone
burst from a background sequence of another tone which has a different pitch. The
P300 may reflect the ability of the individuals to process information [Baribeau-
Braun et al., 1983]. The Bereitschafts potential is generated as a result of a
voluntary motor response and it may reflect preparatory activity in the
supplementary motor area of the cortex [Dick et al., 1989]. The CNV is described
in detail in the next section. The PINV is closely related to the CNV and is also

described in the next section.

2.2.1 Description of the Contingent Negative Variation

The CNV was first described by Walter et al. [1964]. Since then it has been
described in a number of articles. Recently McCallum [1988] and Tecce and
Cattanach [1987] have provided a review of the nature of the CNV. The CNV is a
negative shift in EEG as compared to the potential of the electrical reference
electrode. Commonly electrodes placed on linked earlobes are used as the
reference. The elicitation of the CNV involves presentation of a warning
stimulus, S1 (eg. a click) to warn the subject of the upcoming imperative stimulus,
S2 (this can be a tone). The subject is requested to respond to the imperative
stimulus by performing a motor function, eg. by pressing a push-button to

terminate the tone.

The CNV is susceptible to contarrﬁnations, mainly by ocular artefact potentials.
The causes of the ocular artefact potentials are eye movements and blinks and they
are described in chapter (6). The CNYV is also usually obscured by the background
EEG. The CNYV therefore, has to be preprocessed prior to analysis. The
preprocessing method used was developed by Nichols [1982] and Coelho [1988]
and it is described in chapter (6).
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A schematic drawing of a preprocessed averaged CNV is shown in Figure (2.6).
Figures (2.7)-(2.11) show the CNV response in a normal subject, a schizophrenic
patient, a PD patient, an HD patient and an AR of HD patient respectively.
Figures (2.12)-(2.16) show the preprocessed averaged (over 8 trials) CNV
responses in the above subjects. The negative shift follows the onset of the
warning stimulus and it normally retumns to its original baseline rapidly after the
subject response to the imperative stimulus. In some cases the CNV takes an
abnormally longer time to return to its original baseline. The negative potential
which appears as a continuation of the CNV following the imperative stimulus is
known as the post-imperative negative variation (PINV). Figure (2.17) shows the
PINV in a PD patient.

The CNV was reported to have an early and a late component [Rohrbaugh et al.,
1976] [Rohrbaugh and Gaillard, 1983]. The early component develops in
response to the warning stimulus, its magnitude is maximum over the frontal
cortex, and it is dependent on the characteristics of the warning stimulus (eg.
duration and modality) [Rohrbaugh and Gaillard, 1983]. The late component is
believed to be related to preparation for motor response and it has a more central
distribution over areas of the cortex Rohrbaugh et al. [1976]. The physiology of
the CNV is complex and is not completely understood. The CNV has been
suggested to originate from the frontal and central areas of the cortex. Some sub-
cortical areas of the brain such as the caudate nucleus of the thalamus were also

believed to have a role in its production [Tecce, 1972] [Cohen, 1974].

The CNV was used for the identification of patients with schizophrenia, PD and
HD because: i) the main source of the CNV (ie. the frontal cortex) is an affected
area in schizophrenia, PD and HD [Goldman-Rakic, 1987], ii) several studies
have indicated that the CNV was altered in patients with any of these disorders

(see section 2.3 for detail) and iii) the CNV is considered to be a measure of the
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brain-behaviour functions [Tecce, 1972].

2.3 Review of the Relevant Studies in Event-Related Potentials

There have been numerous applications of ERPs in the medical field. Chiappa
[1990] and Picton [1988] have provided a review of some of their applications.
Although only the CNV was used in this study, whenever appropriate, the results
of other relevant ERPs studies in schizophrenia, PD and HD are also included.

2.3.1 Event-Related Potentials in Schizophrenic Patients .

The P300 amplitude has been reported to be significantly reduced in schizophrenic
patients [Roth et al. 1980] [Pfefferbaum et al. 1984] [Barrett et al. 1986])
[Blackwood et al. 1987] [Romani et al. 1987] [Pfefferbaum et al. 1989] [Ward et
al. 1991]. A prolonged P300 latency has been reported by Pfefferbaum et al.
[1984], Blackwood et al. [1987] and Romani et al. [1987].

P50 is a positive wave occurring SOms after the onset of an auditory stimulus
(such as a click). In an experiment Waldo et al. [1988] presented a series of pairs
of clicks to 13 schizophrenic patients and 32 normal subjects (each click pair
generated two P50 waves). They reported that in normal subjects, the P50 wave
generated as a result of the second stimulus was diminished compared with the
P50 generated as a result of the first stimulus. This phenomenon was not observed
in schizophrenic patients. Other alterations of auditory ERPs in schizophrenic
patients include a reduced N100 amplitude [Waldo et al., 1988] and a reduced
P200 amplitude [Shenton et al., 1989].

Several studies have reported that the amplitude of the CNV in schizophrenic
patients was significantly reduced compared with normal control subjects
[Abraham et al., 1976] [Timsit-Berthier et al., 1984]. More recently, Abraham
[1989] confirmed this finding by comparing the CNV amplitudes of 29
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schizophrenic patiénts and 52 normal control subjects. Several studies have shown
the presence of longer than normal PINV in the majority of schizophrenic patients
[Roth, 1977] [Dubrovsky and Dongier, 1976] and there has also been evidence of
abnormal PINV in schizophrenic children [Strandburg et al., 1984].

2.3.2 Event-Related Potentials in Parkinson's Disease Patients

'fhe P200 and P300 components of auditory and the P100 component of visual
ERPs in 20 PD patients and 20 normal control subjects were studied by Hansch et
al. [1982]. They reported that in the case of PD patients the latencies of both the
P200 and P300 components were significantly increased and the amplitude of the
P100 component was significantly increased. Goodin and Aminoff [1986] analysed
the N200 and P300 components of AEPs in 13 PD patients and 40 normal control
subjects and reported a significant prolongation in the latencies of the N200 and
P300 components in the PD patients. The amplitude of the VEP in 9 PD patients
was reported to be significantly different from that of 12 age-matched normal
control subjects [Calzetti et al., 1990]. Tachibana et al. [1988] studied the SEPs in
PD patients and their normal subjects and found that the latency of the N20
component in the PD patients was significantly abnormal.

Dick et al. [1989] studied the Bereitschafts potential in 14 PD patients and 12
age-matched normal control subjects and reported that the amplitudes of the early
components of the Bereitschafts potential were smaller in the PD patients.
McCallum et al, [1970] observed a general reduction in the CNV amplitude in PD
patients. This finding was later confirmed by Cohen [1974].

2.3.3 Event-Related Potentials in Huntington's Disease Patients

The SEPs in HD patients and AR of HD patients were investigated and compared

with those of normal control subjects in several studies. An increase in latency

52



[Oepen et al., 1982] [Josiassen et al., 1982] and a reduction in amplitude [Noth et
al., 1984] [Ehle et al., 1984] [Bollen et al., 1985] [Abbruzzese et al., 1990] of
some SEP components were generally observed in HD patients. Josiassen et al.
[1982] and Noth et al. [1984] also reported that some AR of HD patients
exhibited amplitude reduction in their SEPs similar to that observed in HD
patients, although the reduction tended to be smaller in the AR of HD patients.

Oepen et al. [1982], Josiassen et al. [1984] and Hennerici et al. [1985] have
reported that the VEPs components in HD patients and some AR of HD patients
were significantly reduced.

The auditory evoked potentials (AEPs) in 21 HD patients and 21 normal control
subjects were analysed by Josiassen et al. [1984]. They reported the amplitudes of
the AEPs components in HD patients were generally reduced.

Rosenberg et al. [1985] compared the P300 components of both auditory and
visual ERPs in 13 HD patients with those in normal subjects. Nine HD patients
had abnormal auditory P300 latencies and 10 HD patients had abnormal visual
P300 latencies. Goodin and Aminoff [1985] analysed the latencies of the N200 and
P300 components of AEPs in 13 HD patients and 40 normal control subjects.
They found a significant prolongation in the latency of both the N200 and P300

* components in HD patients compared with those of normal control subjects.
Homberg et al. [1986] studied the P200, N200 and P300 components of AEPs in
30 HD patients, 40 AR of HD patients and 60 normal control subjects. They
reported that the latencies of the P200, N20O and (especially) P300 components
were prolonged in the majority of HD patients and to a lesser extend in AR of HD

patients.
Jervis et al. [1984] and [1989] reported that statistically significant differences
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existed between the amplitude of some CNV harmonic frequency components in 8
HD patients and those of 6 normal subjects (an account of these studies is included

in chapter 7).

Josiassen et al. [1988] studied the SEPs, VEPs and AEPs in 22 individuals AR of
HD and reported that the generalised reduction in the amplitude of EPs in AR of
HD patients was not due to emotional symptoms associated with knowledge of AR
status. They suggested that the amplitude changes might reflect early and subtle

changes of an organic nature.

2.4 The Possible Effects of Medication on Event-Related Potentials

Some of the patients included in this study were on medication related to their
disorders. The possible effects of medication on ERPs have been investigated in
several studies. Josiassen et al. [1984] reported that medication might further
reduce the already lower than normal amplitude in the auditory and visual EPs in
HD patients. Blackwood et al. [1987] found that the latency of the P300
component in auditory ERPs obtained from unmedicated schizophrenic patients
was significantly prolonged and remained unchanged after a long term follow up
of the patients on medication. They also reported that the amplitude of the P300
component was reduced in schizophrenic pa.tiems not on medication and remained
reduced following neuroleptic drug treatment. Ward et al. [1991] reported a
reduced P300 amplitude in unmedicated schizophrenic patients. The amplitude and
latency of VEPs in unmedicated PD patients compared to normal subjects were
also significantly different according to Calzetti et al. [1990].

2.5 Conclusion

The articles reviewed in this chapter indicate schizophrenia, PD and HD cause

structural brain abnormalities and some changes in the ERPs. The CNV was
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described and the reasons for selecting this potential for detecting schizophrenia,
PD and HD were discussed.
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Chapter 3 Description of the Instrumentation System

In this chapter the instrumentation system used for data recording is

described. An instrumentation system was required for simultaneous recording of
the signals from eight analogue channels, to generate the stimuli necessary for
recording of the CNV and to measure the subjects’ reaction times to an acoustic
stimulus. The signals of interest were the CNV (from two sites), electro-
oculogram (EOG) (from four sites), electrocardiogram (ECG) and psychogalvanic
response (PGR). The magnitudes of these signals varied from a few microvolts
to several millivolts. To increase the accuracy of digitisation of the signals a
programmable gain amplifier (PGA) was required the gain of which could be
software adjusted in accordance with the magnitudes of the signals. The system
had to provide a sufficient data storage facility (about 1 megabytes per subject),
and also had to process and analyse the data. An online paper chart recording of
the signals was necessary to observe the signals during the recording and to have
a hard copy of the data for future reference. It was important to minimise
distortion of the signals during the acquisition, storage and processing. Portability,
reliability, the cost of the instrumentation system, and patients' safety during the

data recordings were also design considerations.

The commercially available recording systems, such as analogue magnetic tapes,
were not suitable as they did not meet the required specifications. Therefore a PC-
based instrumentation system was developed. The system consisted of an IBM PC
(AT model, with a 20 megabytes hard disk and fitted with a Sysgen tape steamer),
an Elema-Schénander EEG machine, an acoustic stimulator and a signal
conditioning unit. The set-up of the system during a recording session is shown in

Figure (3.1).

The recorded CNV from one of the sites, the ECG data and the PGR data were

not analysed during the course of this study and they were left for future studies.
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3.1 The Instrumentation System Input Stage

The signals from the electrodes were fed via the head-box (adaptor) into the
electrode selector switches and the differential amplifiers of the EEG machine as
shown in Figure (3.2). Each of these differential amplifiers had a fixed gain of 50.
Differential recording was necessary for compatibility with differential
measurements between the electrode pairs and in order to attenuate the common

mode noise.

The analogue signals from the outputs of the differential amplifiers followed two
paths. The first path led to the next section in the EEG machine, while the second
path led to a 25-way D-type connector. The D-type connector was coupled to the
section of the instrumentation system responsible for further amplifying, digitising
and storing of the data on the hard disk of the PC. In this way the EEG machine
provided the paper chart as usual and the signals were also conditioned, digitised
and stored by the following hardware units. The EEG machine electrode selector
switches made it possible to set the data recording montage. The EEG machine
had an input impedance of 1.7M{Q1 with reference to earth [Elema-Schonander
databook, 1968].

3.2 High-Pass Filtering Section

It was necessary to high-pass ﬁlter the signals to reduce the d.c. offset in the
signal. The d.c. offset was mainly due to the extracerebral potentials (eg. skin
potentials). Cooper et al. [1980] suggested that the time constant of this filter
should be at least three times the duration of the inter-stimulus interval (ISI) of the
CNV (this interval was one second and the reason for selecting one second for this
period is given in chapter 5) to avoid distortion of the CNV., A first order lead
network with C=10uF and R=1M(Q was used for this purpose. This circuit had a

time constant of ten seconds. This corresponded to a cut-off frequency (f ) of
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0.0159Hz, where,

ese(3.1)
2%RC

3.3 Second Stage Amplification Section

There was an instrumentation amplifier for each channel following the high-pass
filter section as shown in Figure (3.3). The function of each instrumentation
amplifier was to further amplify and to convert its input signal to an unbalanced
form. The instrumentation amplifier type was INA110 [Burr-Brown, 1986]. The
INA110 device is a monolithic FET input device. It was selected because it had a
high common mode rejection ratio (about 106dB), low gain drift, low offset drift
(2uV/deg.C), fast settling time (4us to 0.01%) and easily adjustable gain. The
instrumentation amplifier circuit is shown in Figure (3.4). A fixed resistor (R;;)
and a potentiometer (R,) were placed in series between pin 3 and pin 16 (the pins
11, 12, and 16 were connected together). The net resistance of R and R, (ie.
Ry + Rgp) was referred to as R, The value of R, determined the gain of the

instrumentation amplifier and it was calculated using [Burr-Brown, 1986],

40000

Rg = —— - 50 0 cee(3.2)
Gain - 1

For channels 1 to 6 (allocated for EEG and EOG recordings) the instrumentation
amplifier gain was 52.5. It was necessary to adjust the R, potentiometer to obtain
this gain. For channels 7 and 8 (allocated for the ECG and PGR recordings), the
instrumentation amplifier gain was set to 2.6. This was achieved by placing a

10kQ potentiometer in series with a 20k} resistor between pins 3 and 16.
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The instrumentation amplifier gains were decided after considering the amplitude
range of each input signal and the gains provided by the other amplifiers in each

channel (this is described in section 3.8).

As the passive components attached to one input of each instrumentation amplifier
were not completely matched with components at the other input (ie. the resistors
and capacitors had a tolerance), a small d.c. offset appeared at the output of each
instrumentation amplifier. This offset was zeroed by applying a voltage to the
voltage reference pin (pin 6) of each instrumentation amplifier through a buffer.

This method of adjusting offset has been described in Burr-Brown [1986].

3.4 Low-Pass Filtering Section

Following each instrumentation amplifier there was a low-pass filter. Low-pass
filtering was necessary to prevent aliasing in the subsequent digitisation stage. The
design considerations for the low-pass filters were a linear pass-band phase
response, a sufficiently flat pass-band frequency response, and a sufficiently steep
gain roll-off. T‘hree filter types were considered. They were the Chebysheyv,
Butterworth and Bessel. The Bessel filter was selected as it had the best phase
response among the three filter types and it also had an acceptable frequency
response. It was decided to use a cut-off frequency (f,) of 30Hz. This cut-off
frequency was several times higher than the frequencies of the signals of interest.

The low-pass filtering process also attenuated any 5S0Hz mains interference.

Any aliasing component has to be attenuated to an acceptably low level below the
pass-band components. Let f_denotes this aliasing signal and f, represent the
sampling frequency (see Figure (3.5)). It has been shown [Elliott, 1987) that,

f = 2, +f ..(3.3)
where f=1f-f, ...(3.4)
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therefore f=f-f

r [ cl

...(3.5)

For f =125Hz (see section 3.5 for information related to sampling frequency) and
f ,=30Hz, the value of f is 95Hz.

It was decided to use a fourth order filter. The attenuation (dB) for a fourth order
Bessel low-pass filter at a frequency f is given by [Van Valkenburg, 1984],
1

a(f) = 201oq10 n 3 2 (dB) eses(3.6)
8 +1087+458°+1058+105

where s=jf/f . For largest aliasing component (ie. f =95Hz), s=j95/30.
Substituting s=j95/30 in (3.6) gives an attenuation of -47.6dB. This attenuation of

the largest aliasing component was considered sufficient.

The low-pass filter circuit was based on the voltage-controlled voltage source
(VCVS) filter. The VCVS is a variation of the Sallen and Key filter [Chen, 1982].
The circuit diagram of the low-pass filter is shown in Figure (3.6). The values of
the resistor (R) and the capacitor (C) were calculated using,

1
RC =

L I J (3.7)
2ﬂtnfc1

where f_is the normalising factor. The values of the f_ for the first and second
stages of the fourth order Bessel filter were 1.432 and 1.606 respectively
[Horowitz and Hill, 1987]. The values of R, and R, were calculated using,
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K-l*_ ' 000(308)

where k is the voltage gain. The values of k for the first and second stages of the
filter were 1.084 and 1.759 respectively [Horowitz and Hill, 1987]. This resulted
in the filter gain of 1.907 (ie. 1.084 x 1.759).

The operational amplifier type used for this filter was TLO741CP. This type was

selected because it had low noise and low distortion.

3.5 Sample and Hold Section

The signals from the eight channels were sampled simultaneously. This was
because the removal of ocular artefact potentials from the CNV involved the
correlation of the EEG and EOG signals and therefore it was important to
maintain the phase relationship between the signals. A sample and hold (S/H)
signal generated from the timing circuit (this circuit is described in section 3.9)
was fed to the S/H unit of each channel resulting in the simultaneous sampling of
the signals. The usual sampling rate for CNV recording is about 100Hz (for
example, Prescott [1986] used a sampling rate of 100Hz in his CNV studies). The
sampling rate used in this study was 125Hz. This also conformed with the
sampling frequency used in previous studies [Nichols, 1982] [Coelho, 1988] and
corresponded to a S/H period of 8ms (ie. 1/sampling rate), resulting in a
multiplexing rate of about 1kHz.

The S/H device type was LF398. This device had a sufficiently fast acquisition
time (less than 10us), low output noise in hold mode and low droop rate [National
Semiconductor, 1988]. The type and the value of the hold capacitor (C,,) were

important as this capacitor determined the acquisition time and droop rate. A
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0.01xF polystyrene capacitor was selected for C,.. The value of this capacitor
provided an acceptable compromise between the acquisition time and droop rate and
its type ensured a low dielectric absorption loss. The sample and hold circuit is

shown in Figure (3.7).

3.6 Multiplexing Section

The output of the S/H unit from each channel was connected to an analogue
multiplexer (type HIS06) as shown in Figure (3.3). It was decided to use a 16-
channel multiplexer (rather than an 8-channel multiplexer) to allow for any
possible future expansion of the system. The multiplexer circuit is shown in Figure
(3.8). The multi.plexcr channels were selected through a programmable peripheral
interface (PPI) device (the PPI device is described in section (3.13)). The PPI
device was TTL logic compatible. The multiplexer was a CMOS device.
Therefore, a TTL to CMOS voltage level shifter (type CD40109B) was

incorporated to interface the multiplexer with the PPI device.

3.7 Third Stage Amplification and Signal Digitisation Method

A DT2805 card from the DT2801 Data Translation series [1985] was available
and it was used to further amplify and to digitise the signals. The cards had a
programmable gain amplifier (PGA) and a. 12-bit analogue to digital convertor
(A/D). The PGA preceded the A/D and its gain could be software adjusted to 1,
10, 100 or 500. The conversion time of the A/D was 25us. This was sufficiently

fast for the multiplexing time of 1ms.
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The magnitudes of signals varied from a few microvolts (as in the case of the
CNV) to several millivolts (as in the case of the PGR). To increase accuracy,
before signal digitisation, the signal magnitude was estimated with the aid of a
circuit known as a "window detector” (WD). The gain of the PGA was software
adjusted after reading the WD output. The WD was designed to detect the
threshold voltages of +20mV, +100mV, +1V and +10V. These threshold
voltages corresponded to the PGA gains of 500, 100, 10 and 1 respectively. Each
threshold voltage multiplied by its corresponding PGA gain resulted in A/D full
scale range of +10V. The block diagram of the WD is shown in Figure (3.9) and
the sections of its circuit are shown in Figure (3.10). The WD circuit composed of
three pairs of comparators (type LM311). The inputs to each comparator were the
multiplexer output and the relevant threshold voltage. The effect of varying the
signal magnitude on the WD output is shown in Figure (3.11) and the relationship

between WD output and PGA gain is shown in Table (3.1).
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Table (3.1) WD outputs and the corresponding PGA gains.

Signal Range Ccl Cc2 c3 WD Output PGA Gain
1V to 110V 0 0 (4] 0 1
$£100mvV to %1V 0 o 1 4 10
$20mV to #100mv| O b 1 6 100
0V to $20mVv 1 1 1 7 500

When the magnitude of input signal (| v, | ) to the WD was less than the
threshold voltage (| v, | ) for a comparator pair, the common output of that pair
was logic "1". As | v, | exceeded | v, | the common output of the pair was

logic "0".

After issuing a S/H signal the following steps were carried out: i) channel 1 of the
multiplexer was selected, ii) the output of the WD was read through the PPI
device, iii) the PGA gain was software adjusted to provide an appropriate gain (for
example if the signal magnitude was below 20mV, the PGA gain was set to 500),
iv) the signal was digitised, v) steps (i) to (iv) were repeated for channels 2 to 8.

The value of the WD output (which was 1 byte) was stored with the corresponding
digitised signal (which was 2 bytes). Therefore each sample produced 3 bytes.
When processing the data, the magnitudes of the signals were adjusted according
to the WD outputs.

3.8 Total Gain Provided By Each Channel
The total gain provided by each channel was calculated using,

Total gain = G, x G, x G, x G, «.(3.9)
where G, = first stage amplification (= 50),

G, = second stage amplification,
(for channels 1-6, G,=52.5,
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for channels 6 and 7, G,=2.6),
G, = effective gain of the low-pass filter (1.907),

G, = amplification due to the PGA.

For channels 1 to 6, the voltage gain range was from 5000 (when PGA gain was
1) to 2.5 x 10° (when the PGA gain was 500). The CNV amplitude was generally
between -4,V and -154V, and the EOG potentials had a maximum magnitude of
1mV. As the A/D had a full-scale voltage range of 110V, sufficient gain was
provided prior to the digitisation. For channels 7 and 8 the voltage gain was from
250 (when PGA gain was 1) to 125000 (when PGA gain was 500). As the ECG
and the PGA magnitudes were within +3mYV range, the allocated gain range for

channels 6 and 7 were therefore sufficient.

3.9 The Timing Circuit

A timing circuit was required for the following reasons: i) to provide the sample
and hold signal, ii) to measure the random inter-trial interval between the
successive CNYV trials and iii) to measure the subjects' reaction times. The block
diagram of the timing circuit is shown in Figure (3.12). This circuit was based on
two Intel 8253 software programmable interval timers. Each programmable
interval timer contained three counters (ie. counters 0, 1 and 2) which could
individually be programmed in several modes. Hall [1988] described in detail the
structure and the modes of operation of the Intel 8253 device. The programmable
interval timers were incorporated into the IBM PC by adding them to a vero-
board which had the necessary address decoding circuits for the devices added to
it. This board was placed in an expansion slot of the PC.

Figures (3.13a) and (3.13b) show the interconnections from the programmable

interval timers to the various buses of the PC. The PC had a clock, the frequency
of which was 6MHz. The frequency of this clock was divided by four using two
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flip-flops (type 74HC73) connected together in series. The reduction in the clock
frequency was necessary as the maximum permissible input clock frequency for

the 8253 programmable interval timer was 2.6MHz. The resulting 1.5MHz clock
signal was used as the clock signal for the counters 0 and 2 of the programmable
interval timer 1. The function of each counter in the programmable interval timer

1 follows.

Counter 0 - this counter divided the 1.5MHz clock signal by 1500. The resulting
1kHz signal was used as a clock signal for counter 1 of the programmable interval

timer 1 and counter O of the programmable interval timer 2.

Counter 1 - this counter measured the random inter-trial interval (ITI) period
between successive CNV trials. The value of this period was generated in the

software and was stored in this counter.

Counter 2 - this counter was programmed to provide a 125Hz square wave signal.
The 125Hz signal was converted to the required narrow sampling pulse by a
mono-stable (type 74121). The S/H timing diagram is shown in Figure (3.14). The
0 output of this mono-stable was used for the S/H signal and its Q output was
connected to an input (input "a") of an "OR" gate. The other input (input "b") of
this gate was connected to pin PA4 of the PPI device output port (ie. port A). The
output of the gate was connected to IRQS of the PC system interrupt controller 1
(type 8259A) in order to interrupt the PC at the required sampling rate. It was
necessary that the sampling process could be enabled or disabled through the
software. This was achieved by the inclusion of this "OR" gate in the timing
circuit. In order to disable the sampling process the "b" input of this "OR" gate
was set to "1" and the sampling was enabled by setting the "b" input of this "OR"

gate to "0". The PC had several interrupt types but, IRQS5 was the most suitable
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type for this purpose (for more information refer to IBM technical reference,
[1985]). |

Only the counter 0 in the programmable interval timer 2 was used. This function
of this counter was to measure the subjects’ reaction times. A signal from the tone
generator was fed to the gate of this counter. This signal started the counter at the
onset of the tone and when the push-button was pressed, it stopped the counter. As
the frequency of the clock input to this counter was 1kHz, the value read from it
represented the reaction time in milliseconds (ie. 1/1kHz = Ims). The other two
counters in this programmable interval timer may be utilised in the future

expansion of the system.

For each programmable interval timer, the data (D-D,), read (RD) and write
(WR) buses were connected to the corresponding buses on the vero-board. The
base address 300 (Hex.) is allocated for adding new devices to the IBM PC
system. The PC had a 16-bit data bus while the programmable interval timers had
an 8-bit data bus. When the address line A, was "0" data were read/written
from/to D,-D, and when A was "1" data were read/written from/to D;-D, . In
this application the data lines D -D, were used, therefore whenever the timers
were addressed, A was "0", The address lines A and A, from the PC were
connected to the programmable interval timers address lines Aj and A,
respectively. The address lines A, and A, determined which counter was
accessed. The control register of each programmable interval timer, which was
used to program the counters, was also selected through Ajand A,. To select a
programmable interval timer, the chip select input Ts of that timer was set to "0".
The chip select input for the programmable interval timer 1 was obtained from the
output of a 3-input "OR" gate. The inputs to this gate were the address lines A,
and A,, and the enable line (En) from the PC. For programmable interval timer 2,

the €s input was obtained from the output of another 3-input "OR" gate. The
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inputs to this 'OR;' gate were the address lines A,, A,, and the En line from the
PC. The address line A, had to be inverted to reflect the address decoding (refer
to Tables (3.2) and (3.3)).

Table (3.2) Addresses used to select the
ports in the programmable interval timer 1.

Address Lines Address

in Port Selected
A4|A3|A2|A1|AO| (Hex.)

o [0 |O |O |O 300 counter O
0o {0 |O |1 |O 302 counter 1
o |o |1 |0 |O 304 counter 2
o |0 [1 {1 |0 306 control register

Table (3.3) Addresses used to select the
ports in the programmable interval timer 2.

Address Lines Address

in Port Selected
A4|A3|A2|A1|A0| (Hex.)

1 |0 |0 |0 |O 310 counter O
10 |0 |1 |0 312 counter 1
11]01|1]0 |0 314 counter 2
1 |]o |1 |1 ]oO 316 control register

3.10 Acoustic Stimuli Generator

To elicit the CNV it was necessary to present a warning and an imperative
stimulus to the subjects. Some investigators such as Tecce [1972] used a light flash
for the warning stimulus and a tone for the imperative stimulus. It was decided to
use a click and a tone for the warning and imperative stimuli respectively. The
light flash was not used for the warning stimulus as it can cause blinking. This in

turn results in ocular artefact.
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3.10.1 Click Generator

The click generator circuit is shown in Figure (3.15). The base of a transistor (this
transistor performed as a digital switch) was connected to pin PA6 of the PPI
device port A and its collector was connected to the input of a mono-stable multi-
vibrator (type HEF4528B). On the rising edge of a pulse sent to the base of this
transistor, the mono-stable generated a narrow pulse (the width of which was set
by the values of R and C). The output of the mono-stable was connected to the
enable input (E,) of an analogue switch (type HEF4016B). The input terminal of
the switch (Y,) was connected to the centre pin of a 500k{} potentiometer and the
output of the analogue switch (Z,) was connected to a power amplifier (the power
amplifier is described in section (3.10.3)). During the short period that the mono-
stable output was high (ie. logic "1*), a d.c. voltage was transmitted through the
analogue switch to the power amplifier. This produced a click. The intensity of the
click was adjusted by using a 500k{) potentiometer.

3.10.2 Tone Generator

The tone generator circuit is shown in Figure (3.16). The base of a transistor (this
transistor was used as a digital switch) was connected to pin PA7 of the PPI
device port A and its collector to the input (Iob) of a mono-stable multi-vibrator
(type HFEA528B). The mono-stable circuit produced a square pulse (the duration
of the pulse was set to 6 seconds) on the rising edge of a pulse sent through the
PPI device to the base of the transistor. The output of the mono-stable was
connected to the enable input (E) of an analogue switch (type HEF4016B).
During the period that the output of the mono-stable was logic 1" a waveform
(frequency = 1kHz), produced by a circuit based on a 555N device, was
transmitted to the power amplifier through the analogue switch. This produced a
tone. The intensity of the tone was adjusted using a 500k{) potentiometer.
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A wire linked a push-button to the clear direct input (EDB) of the mono-stable.
The subjects, by pressing the push-button, cleared the output of the mono-stable,

thus terminating the tone.

The output of the mono-stable (O,) was also connected to the gate of counter 0 in
the programmable interval timer 2 (see section 3.9) in order to measure the

subjects' reaction times.

3.10.3 Audio Power Amplifier
A circuit based on the TBA820 device provided the necessary power amplification
of the click and the tone signals. This circuit was obtained from the RS data sheet

[1985]. The output of this circuit was connected to an 8( loudspeaker. The audio

power amplifier circuit is shown in Figure (3.17).

3.11 Circuit to Detect Erroneous CNV Trials

The CNV trial was erroneous if the subjects pressed the push-button prior to the
onset of the tone. It was necessary to detect the erroneous trials and to discard the
data associated with them. The circuit designed for this purpose is shown in
Figure (3.18). It had two inputs, one was from the push-button (which was linked
to the tone generator circuit) and the other was from pin PC1 of the PPI device
port C. The output of the circuit was connected to pin PB5 of the PPI device port
B.

The timing diagram of the circuit is shown in Figure (3.19). When the push-button
was pressed the circuit output changed from logic "0" to "1". The software was
designed so that the output of this circuit was checked prior to the onset of the
tone and if this output was "1" (ie. the subject pressed the push-button before the
onset of the tone), the tone was not generated and the data associated with that

trial were discarded. The output of the circuit was cleared by the software to "0"

98



66

Signals from

click and > y
tone I+

.||H'___

generator
circuits 22uF

- . O+10V
|’
0. luF
2 220uF L oR I
I
- - 1
220pF R
1R s
= 220uF
$ 10K == 220nF

v

Speaker
RL=8R

.||}_1

3.17

Audio powver amplifier circuit.




*SABUCASSEJL AND SBSNOBUOJILS 3IDBIBP OF JTNDUTD BT L #JNSTY

80STI¥L v/T

PR - P)

TOd ‘Idd wody [musSysg

ZESTIPL P/T7

v0SIPL /T

S8d ‘Idd ©3 [wusys

CITNOUTD JOIBRIBUSS BUOI)
UO3IINGYSNd WOJ 3 [RUSTS

100



Lol

Signal from
rushbutton
Ctone
senerator
circuitd

The invertor
output <C(see
Figure 3.18)

Signal sent
to
PPI (PBS)O

Signal from
PPI <CPC1)

CPoint AD

-3
+15V

-

+5v
o (Point B>

CPoint CO

CPoint D>

+5V

|

|

4 A "
Pushbutto Pushbutton Clear ocutput

pressed released of the circuit
(at the end of

each trial)d

Figure 3.19 Timing diagram for the circuit to detect
erronecus CNV responses (A, B, C and D indicate the
points vhere the vaveforms are obtained).




through pin PC1 of the PPI device port C at the end of each CNV trial recording.

3.12 Operator Switch and System LED

An operator switch was incorporated (as shown in Figure (3.20)) so that if it .pn
101 became necessary the operator could provide a pause in the data recording.
An LED was included to indicate when the data recording was in progress. Figure

(3.21) shows its circuit diagram.

3.13 Digital Interfacing

An Intel programmable peripheral interface (PPI) device (type 8255A) was used
for the interfacing of the devices to the PC system. The PPI device had three 8-bit
ports (A, B and C). The ports could be configured through the software in several
modes to perform a variety of functions (as described by Hall [1988]). The mode
selected was the basic input/output mode (ie. mode 0). In mode 0, the PPI device
provided a simple input and output operation for each of the three ports. The PPI
device had a write only control register. By entering 82 (Hex.) into this control
register (through the software) ports A and C were set for output and port B was

set for input. The functions of the ports are shown in Table (3.4).

102



CITADUTD YDITNS JOIwUsd) OZ°S #UNBTY

Ys3TNs ﬁulo

14ds vad

>

‘a>TASP Idd Ol

103



*ITNDUTOD QI WaISAsS UOTIRIUSNNJIISUT TZ°'E #unoST4y

NT
40728
SYd “Idd

Lo

aan

¥OoZ9

AST+

104



Table (3.4) Functions of the ports in the PPI device.

Port |Bit Function
o]
1 ] multiplexer channel select
2
A 3
4 enable/disable sampling
S LED command
6 click generator trigger
-7 tone generator trigger
0
1 ] window detector output
2
B 3 programmable interval timer 1 counter 1 output
4 operator switch output
5 CNV error detector circuit clear command
6
7 ] not used
0 programmable interval timer 1 counter 1 gate
1 CNV error detector circuit output
2
Cc 3
4 not used
5
6
7

The PPI device was added to the PC system using the vero-board (described in
section 3.9). Figure (3.22) shows the method of connecting the PPI device to the
vero-board. The device data pins (D;-D,) were connected to the system data bus
(DyD,). The read (RD) and write (WR) pins were connected to the corresponding
lines (Tor and Iow) of the vero-board. The ports A, B and C and the control
register were selected using the address lines Aj and A,. The A and A, pins were
connected to the vero-board lines A, and A, respectively. The PPI device was
selected when the chip select pin (Cs) was low. This was achieved using a circuit
shown in Figure (3.23). The addresses used for selecting the ports and the control

register are shown in Table (3.5).
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Table (3.5) Addresses used to select the
PPI ports.

Address Lines Address
in Port Selected
A4|A3[A2|A1|AOQ]| (Hex.)

0Jj11]0 |0 |O 308 port A
o110 (1|0 30A port B
0|1 |1 |0 {O 30C port C
011 |1 |0 30E control register

3.14 Data Storage Requirement
The number of bytes (N,) for a recording containing 32 trials was calculated
using,
N, =S5 ,xN xB xTxN, ...(3.10)
where S was the sample rate = 125Hz,
. was the number of channels = 8 channels,
B_was the number of bytes per sample = 3 bytes,

T" was the duration of a CNV trial = 12 seconds,
and N, was the number of trials recorded = 32 trials.

Using (3.10), N, was equal to 1.152 x 10° bytes (ie. 125 x 8 x 3 x 12 x 32).

3.15 Data Storage Facility

The recorded data related to the waveforms and the reaction time values for each
subject were kept in a file. This file was initially stored on the hard disk of the
PC and then copied into a 20 megabytes cassette using a Sysgen tape streamer.
This data transfer was controlled by a commercially available program called
FBACK. A description of this program and the procedure for the data transfer is
provided in Sysgen Smart Image Subsystem Owner's Manual [1985].

3.16 Hardware Testing
Initially the sections of the hardware were separately tested to ensure they

functioned in accordance with the specifications. The gain and d.c. offset of each
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amplifier and the phase and frequency responses of the filters were monitored.
Signals with different amplitudes were applied to the WD and the output of the
WD was examined. Tests were carried out to ensure the counters in the 8253
programmable interval timers functioned as described in section 3.9. This included
observing the 125Hz square wave signal generated by the counter 2 (in the
programmable interval timer 1) on the oscilloscope. The timing diagram of the
interrupt signal (shown in Figure (3.14)) was observed on the oscilloscope and it
was ensured it had a correct relationship with the sample and hold signal. The PPI
device was tested through software by reading and writing digital test data to and
from its ports. The operation of the stimuli generator unit was checked. The
circuit responsible for detecting erroneous CNV trials was tested by pressing the
push-button prior the onset of the tone. The device correctly detected the faulty
CNV trials.

The phase and frequency responses of the system up to the S/H units were
obtained using a frequency analyser. The set-up used is shown in Figure (3.24).
The phase and frequency responses obtained for channel 1 are shown in Figures
(3.25) and (3.26) respectively. The operation of the DT2805 was tested by
applying a calibration signal to the board, digitising the signal, storing the
digitised data on the hard disk and then plotting the stored data. The operation of
the complete recording system was tested by applying a calibration signal to the
EEG machine head-box and recording the signals using the eight channels. This
indicated that the system correctly recorded and stored the data on the hard disk.
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Chapter 4 Description of the Data Recording Software

The data recording software had two main sections. The first section was written
in the Turbo Pascal programming language and it was called "ACQ.PAS". The
second section was written in assembly language (Intel 80286) and was linked to
the Pascal program. The assembly language program was called
"SAMPLE1.ASM". The listing of the data recording software is provided in
Appendix (A).

4.1 Description of the Pascal Program Section
This section initialised and tested the DT2805 board (this board was used for its
programmable gain amplifier (PGA) and analogue to digital converter (A/D)) and

it acquired the following data recording information from the operator:

- The pre-warning-stimulus record length (in seconds).

- The inter-stimulus interval duration (in seconds).

- The post-imperative-stimulus record length (in seconds).
- The number of CNV trials to be recorded.

- A filename for data storage.

It then requested the operator to select an option. The options were familiarisation,
practice and data recording. The purpose of familiarisation option was to ensure
that the subjects could recognise the warning and imperative stimuli. When this
option was selected a series of 10 click and tone pairs were generated by the
instrumentation system and the subjects listened to the sounds. The practice
option was for ensuring that the subjects were able to respond correctly to the
imperative-stimulus. Selection of this option produced 15 click and tone pairs. The
subjects terminated the tones by pressing a push-button. Selection of the data

recording option initiated the recording of data.
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When the operator selected one of the above options, the Pascal program called

the assembly language program and the requested option was performed. After
the completion of data recording, the ACQ Turbo Pascal program displayed the
data (sample values) for recorded waveforms, values of the reaction times

associated with the CNV trials and the averaged value of the reaction time.

4.2.1 Description of the Assembly Language Section

This section received the durations of the pre-warning-stimulus record length,
inter-stimulus interval, post-imperative-stimulus record length and the number of
CNV trials from the Pascal program. It then followed the steps necessary for
execution of the chosen option. The same assembly language program was used
for familiarisation, practice and data recording options (files created after
performing the familiarisation and practice options were automatically discarded).
A flow chart illustrating the operation of the assembly language program is shown
in Figure (4.1).
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Figure (4.1) Flow chart describing the operations of the assembly language



Before describing the operations carried out in the assembly language program it
would be advantageous to briefly introduce a process known as "disk operating
system (DOS) function call” [Disk operating system, 1985]. This process was used
several times in the assembly language program to perform operations such as
creating a file, opening a file, closing a file and transferring data from the random
access memory (RAM) to the hard disk of the PC. DOS provides a wide variety of
functions which can be accessed in assembly language program through the DOS
function calls. This enables options such as character input/output, file
management and memory management to be carried out. In order to perform a
DOS function call specific registers and pointers must be initialised as described in
DOS technical reference manual [1985]. The interrupt type 21 (Hex) is then
issued. This causes the requested task to be performed.

The operations performed in the assembly language program were as follows.

1) The progfammable peripheral interface (PPI, Intel 8255A-5) device was
initialised so that it provided two 8-bit digital output ports (ie. ports A and C) for |
writing digital data to external devices and an 8-bit input port (ie. port B) for
reading digital data from external devices. The PPI device initialisation was
achieved by writing 82 (Hex.) into its control register as described by Hall [1988].

2) The hardware interrupt related to data sampling was disabled by setting the

enable/disable sampling signal high (see Figure (3.12)).

3) The starting address of the interrupt service routine (ISR) was stored in the
relevant vectors (ie. 34 (Hex.) and 36 (Hex.)). These vectors were associated
with the hardware interrupt request 5 (IRQS). IRQS was selected after referring to
the IBM technical reference manual [1985]. The instructions contained in the ISR

were executed following an interrupt request. During the execution of the ISR,
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signals from the 8 channels were sampled, digitised and stored in random access
memory (RAM) of the PC. A variable (called SAMPNO) which contained the total
number of samples obtained during the recording of the trial was also incremented

by one. The ISR function is described in detail in section 4.2.2.
4) The variables used in the assembly language program were initialised.

5) A file was created and opened on hard disk of the PC. This file was used for

storing data.

6) The counters 0 and 2 in the programmable interval timer 1 were initialised. The
counter 0 divided the frequency of its 1.5MHz clock signal by 1500, thus
producing a 1kHz signal at its output. The counter 2 divided the frequency of its
1.5MHz clock signal by 12000, thus producing a 125Hz signal at its output. The
125Hz signal was used in the S/H circuit and it also provided the necessary

hardware interrupt to the main microprocessor of the PC.

The operations (1)-(6) were performed only once during data recording. The
following steps were repeated for every trial.

7) The circuit responsible for detecting erroneous CNV trials (see chapter (3)) was
initialised by sending the necessary pulse to its initialisation input line through the

PPI device port C (pin PC1). This caused the output of this circuit to be cleared to
"0".

8) A random number was generated. This number was required as successive

CNV trials were separated by a random period called the inter-trial interval. The

value of this number was between 100 and 400 and was stored in the counter 1 of
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the programmable interval timer 1.

9) The LED of the data recording system was switched off. This was achieved by
setting pin PAS in the PPI device port A low.

10) The counter 0 in the programmable interval timer 2 was initialised to measure
reaction times. This was achieved by loading this counter with FFFF (Hex.) and
storing 30 (Hex.) in the control register of the programmable interval timer 2. At
the onset of the tone, the gate of the counter 0 was set to *1" by the tone generator
circuit. This caused the initial value of this counter (ie. FFFF (Hex.)) to be
repeatedly reduced by one at a rate equal to its clock input (ie. 1kHz). This
continued until the push-button (which was attached to the tone circuit) was
pressed, terminating the tone and stopping the counter. The value read from this

counter indicated the reaction time.

11) The operator switch circuit (referred to in chapter (3)) was checked through
PPI device port B (PB4) and if its output was "0", the data recording was halted

until the operator set the output of this circuit to 1" by using the switch.

12) The instrumentation system LED was switched on to indicate the system was
ready for data recording. This was achieved by setting the input to the LED circuit
to *1" through PPI device port A (PAS).

13) The hardware interrupt responsible for data sampling was enabled by setting
the enable/disable line of its circuit (see Figure (3.12)) to "0" through the PPI

device port A (PA4).

14) The variable SAMPNO was continuously monitored. Every 8ms the
instructions in the ISR were executed and the value held in the variable SAMPNO

122



was incremented by one. Once SAMPNO reached a pre-defined sample number

for the pre-warning-stimulus interval the operation proceeded to the next section.

15) The click generator circuit was triggered to produce a click. This was
performed by sending the necessary pulse to the click generator circuit through
PPI device port A (PA6).

16) The value of the SAMPNO was monitored to determine how many samples
were recorded. This was repeated until the recording of the inter-stimulus interval

was complete.

17) The output of the circuit responsible for detecting erroneous CNV responses
(refer to chapter (3)) was read. A "1" at the output of this circuit indicated the
individual pressed the push-button prematurely, causing the CNV to be erroneous.

If the output of this circuit was "1", the next operation (ie. generation of a tone)

was skipped.

18) If the CNV was not erroneous a tone was generated by sending a pulse

through PPI device port A (PA7) to the tone generator circuit.

19) The variable SAMPNO was continuously monitored until recording of the

post-imperative-stimulus section was complete.

20) The enable/disable sampling signal (see Figure (3.12)) was set to "1". This
disabled the sampling interrupt.

21) The value of reaction time was read from the counter 0 of the programmable

interval timer 2 and if the CNV was not erroneous this value was stored in the

123



RAM.

22) The counter 1 of the programmable interval timer 1 was loaded with the value
of random number (generated previously) and it was initialised to time the inter-
trial interval. Then the gate of this counter was set to "1* through PPI device port
C (PCO0). This caused this counter to start counting. The output of this counter was
continuously monitored through the PPI device port B (PB3). A high level ("1") at
the output of this counter indicated the end of the inter-trial interval. As the
frequency of the clock to this counter was 1kHz, if this counter was loaded with a

value N, it took N milliseconds for its output to change to "1".

23) If the CNV was not erroneous, the recorded data were transferred from RAM
to the hard disk of the PC.

24) The number of CNYV trials recorded was examined. If the required number of
trials was not recorded, the operations (7)-(23) were repeated.

25) The reaction time values were transferred from RAM to hard disk.

26) The CNV file containing the data was closed and control was returned to the
Pascal program.

4.2.2 Description of the Interrupt Service Routine

This routine was part of the assembly language program. Its flow chart is shown
in Figure (4.2).
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A description of the operations performed during the execution of the ISR

follows.

1) The value of the variable SAMPNO was incremented by one.

2) The multiplexer was switched to channel 0. This was achieved by sending code

the 8 chann-
1s digit-
ised
?

return
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0000 to the address lines of the multiplexer circuit through the PPI device port A
(PAO-PA3).

3) The output of the window detector circuit was read through the PPI device port
B (PB0-PB2).

4) An appropriate gain which reflected the magnitude of the signal was selected.

5) The gain of the PGA was adjusted and the signal from the selected channel was
digitised.

6) The output of the analogue to digital convertor was read. This together with the
value of a code which represented the gain used for the PGA were stored in RAM.

7) If digitisation of signals from the 8 channels was not complete, the multiplexer

was switched to the next channel and operations (3)-(6) were repeated.
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Chapter S Data Recording Procedure

20 schizophrenic patients, 16 PD patients, 11 HD patients, 21 AR of HD patients
and 43 normal control subjects were enrolled for the study. The age and sex of the
subjects were noted (the data associated with the age and sex of the subjects are
shown together with the analysis results in chapters 7 and 8). All subjects were
able to co-operate for the experiment. The severity of the symptoms in
schizophrenic patients was measured (by Dr S. Oke) using the Diagnostic and
Statistical Manual of Mental Disorders [DSM III, 1980]. Nine symptoms were
measured. Each schizophrenic patient was given a score for each measured
symptom. The scores varied between 0 (when the symptom was not observed) and
5 (when the symptom was severe). Table (5.1) shows the scores for the

schizophrenic patients.
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Table (5.1) The scores/or assessment of symptoms for

schizophrenic patients.

Subject |Positive Symptoms Negative Symptoms Sum of
Number Scores
a b c d e b 4 g h i
1 o] 2 0 0 2 0 4 4 2 14
2 4 4 O 0 0 1 0O © 0 9
3 4 4 4 2 2 2 3 3 3 27
4 4 4 O 0 3 3 4 4 2 24
5 4 3 2 0 4 3 4 4 2 26
6 0O 0 o0 0 0 0 4 4 2 10
7 o o0 3 0 2 4 4 4 2 19
8 0 o 3 0 4 4 5 4 3 23
9 0 o 3 0 4 3 4 4 3 21
10 3 o 4 2 4 3 5 4 4 29
11 (o] o o0 0 4 2 4 2 2 14
12 0 o 2 0 0 4 4 4 4 18
13 0 0o o0 0 3 2 4 2 1 12
14 0 0 o 0 3 3 4 4 2 16
15 2 S 4 0 0 0 1 2 0 14
16 0 o o0 0 2 4 4 4 3 17
17 0 4 0 0 o} 0 (o] 4 0 8
18 3 4 4 0 3 4 4 4 3 29
19 0 0 © 2 2 4 4 3 3 18
20 0 0 O 0 4 4 4 4 3 19

Key:

a =.hallucinations
b = delusions

¢ = bizarre behaviour
d = positive thought disorder

e = affective flattening
f = alogia

g = avolution-apathy

h = anhedonia-asociality
i = attention

The severity of disease in the HD and PD patients was assessed (by Dr E.M.

Allen) using a grading scale which varied between 1 and 5. The grades are shown

in Table (5.2).
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Table (5.2) The severity of symptoms in HD and PD patients.

Number of Patients
Grades
HD Patients|PD Patients
1 2 1
2 1 2
3 0 b
4 5 12
-3 3 0

Grade 1 included those newly diagnosed HD and PD patients for whom the
disease had not affected their ability to lead a normal life (eg. they could work
etc.). Grade 5 included those patients who had severe HD or PD and were tota'lly
dependent on others. The severity of the disease in patients classed as grades 2, 3
and 4 fell between grades 1 and §, ie. those classed as grade 2 needed some
assistance to lead a normal life, those classed as grade 3 could not live a normal
life but they were self caring, and those classed as grade 4 needed significant help.
The names of the drugs for the patients who were on medication were noted (refer
to Appendix (B)). The normal control subjects did not have any disorder which
might have affected their CNV responses. The hardware and software used to
record the data are described in chapters 3 and 4 respectively. The data were
recorded in a normal EEG recording room. In order to minimise voltage drift,
d.c. silver-silver chloride electrodes (see Figure (5.1)) were used for the
recording of the CNV and EOG. The CNV was recorded from two sites using the
linked earlobes as the reference. The CNV recording sites were the vertex
(convexity of the scalp) and at a point on the midline approximately 30mm
anterior to the vertex. Only the CNV data recorded from the vertex were analysed
in this study. Four channels were allocated for the recording of EOG. The
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electrode-pairs used for the EOG recordings are shown in Table (5.3). The
positions of the EOG electrodes are shown in Figure (5.2).

Table (5.3) The symbols used for electro-oculogram electrodes.

Channel Electro-oculogram Position of
Number (EOG) Electrodes
1 vertical left EOG E,-E,
2 vertical right EOG 23-24
3 horizontal left EOG Eg-E¢
4 horizontal right EOG E¢-E,

The electrodes were attached to the subjects using adhesive tape (for the facial
electrodes) or glue (for the scalp electrodes). Each electrode was filled (through a
hole at the centre of its éup) with "Neptic" electrode gel using a syringe which had
a blunted needle. Whilst filling the electrodes, the blunted needle of the syringe
was also used to abrade the skin under the electrodes. This reduced the impedance
between the electrode and the skin. The impedances between an arbitrary
electrode and all other electrodes were measured. If any impedance was more
than 5kQ the skin under the offending electrode was further abraded. The device
used to measure the impedance indicated the modulus of the complex impedance at
13Hz. It was important to avoid using an impedance meter with a d.c. internal
source as this would have caused a degradation of the electrode stability [Cooper
et-al., 1980].

The warning and imperative stimuli were a click and a 1kHz tone. On hearing the
imperative stimulus, the subjects pressed a handheld push-button to terminaté the
tone. In order to familiarise the subjects with the experiment, 10 presentations

(ie. 10 click and tone pairs) were made, initially with the subjects only listening.
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Figue 52 The positions of EOG electodes.
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Then the subjects participated in 15 practice trials. Following that 32 CNV trials

were recorded per subject.

The subjects' reaction times to the imperative stimulus were also measured. The
sampling rate was 125Hz. The cut-off frequencies for the high-pass and low-pass
filters in the hardware were 0.0159Hz and 30Hz respectively. The duration of
each CNV trial was 12 seconds, corresponding to a 1 second pre-warning-
stimulus section, a 1 second inter-stimulus interval and a 10 seconds post-
imperative-stimulus section. The recording of the pre-warning-stimulus section
was necessary for the baseline correction of the CNV (this procedure is described
in chapter 6). Coelho [1988] investigated the effect of inter-stimulus interval
duration on HD patients' identification. He compared the analysis results obtained
when durations of the inter-stimulus interval were 1 and 4 seconds and suggested
that duration of the inter-stimulus interval should be 1 second. The
post-imperative-stimulus section was used for baseline correction of the CNV
(refer to chapter 6) and a feature obtained from it was used in the identification of
patients (this is described in chapter 8). The long period selected for the post- |
imperative-stimulus section ensured that the CNV had sufficient time to return to
its baseline. The successive CNV trials were separated by a random interval
which varied between 100ms and 400ms. The instrumentation system
automatically rejected any faulty trials (a CNV trial was considered faulty if the
subjects did not respond correctly to the imperative stimulus). The CNV trials
grossly contaminated by ocular artefact in the sections of interest were also
rejected. The instrumentation system had eight channels. The last two channels
were allocated for the recording of the electrocardiogram (ECG) and the
psychogalvanic response (PGR). The ECG was recorded by placing two ECG
electrodes on the wrists of the subjects. The PGR electrodes were placed on the
palm and the back of the subjects’ hands.
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Chapter 6 Contingent Negative Variation Preprocessing Method

For the CNYV to be clinically useful, it has to be preprocessed. The CNV
preprocessing method used was originally developed by Nichols [1982] and then it
was enhanced by Coelho [1988]. The method consisted of the following steps:
mean level removal, baseline correction, digital low-pass filtering and

ocular artefact removal. A description of each step follows.

6.1 Mean Level Removal

A d.c. offset (or mean level) can usually be observed in the CNV. This offset is
mainly extracerebral in nature (eg. the skin potential) [Cooper et al., 1980] but the
various components in the instrumentation system also contribute to it. It was
desirable to have a baseline reference of zero so that comparisons over time could
be made. Jervis et al. [1989] reported that the removal of d.c. offset from the
CNYV improved the effectiveness of the OA removal routines. As each CNV trial

had a fixed duration, the d.c. offset was removed using,

1 N
xkr.xk-— z xi 000(6-1)
N i=]1

where N is the number of samples per CNV trial, X, is the k™ sample value and

x, is the k™ sample value with the mean removed.

6.2 Baseline Correction

A side effect of the mean level removal was to cause a positive shift in the
baselines of the pre- and post-stimulus sections of the CNV. It was therefore
necessary to restore the true baseline. The mean of the pre-warning-stimulus

section (y,,) was calculated using,
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1 P

Yg1 = ;—1- 131 xg ves(6.2)
where P1 is the sample number corresponding to the instant of the warning
stimulus (S1) and x; is the i® sample value. Further-more, to allow for any small
d.c. drift during the data acquisition, the mean signal level (y,,) was also
calculated from a point one second after the imperative-stimulus (S2) to the end of
the CNV trial. The value of y , was subtracted from the same section (ie. the
section from which y , was calculated). Thus,

1 N

. xi 0.0(6.3)
N-P2-D i=p24D

Yg2

where P2 is the sample number corresponding to the instant of S2, D is the delay
after S2 which was set to 125 samples (this delay was necessary to avoid the
auditory evoked potential due to $2) and N is the number of samples per CNV
trial. The section between P1 and P2+D was corrected by subtracting y. ., which
was the appropriate fraction of the difference between y | and y,,, therefore,

Ys2 7 ¥g1

P2+D-P1

where k is the sample number.

6.3 Digital Low-pass Filtering

Digital low-pass filtering was necessary to filter out the unwanted high frequency
components in the EEG. A finite impulse response (FIR) low-pass filter based on
the design program of Rabiner and Gold [1977] was used for this purpose. FIR
filters (unlike the infinite impulse response filters) do not distort the signals. The

cut-off frequency of the digital low-pass filter used in the patients' identification
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method as described in chapter 7 was 30Hz (filter length=21). This cut-off
frequency had to be reduced to 7.5Hz (ﬁltér length=29) for use in the patients’
identification methods described in chapters 8 and 9. The frequency response of
the digital low-pass filter (cut-off frequency=7.5Hz) is shown in Figure (6.1).
The reasons for selecting these cut-off frequencies were related to the particular
methods of analysing the CNV and therefore they are discussed in the relevant
chapters (ie. chapters 7 and 8).

6.4 Ocular Artefact Removal

The eye has a positive cornea and a negative retina. This produces an electrical
dipole. Whenever this electric field is changed due to the eye movement, eye
rotation or blink, a change of potential develops around the eye. This potential is
known as the electro-oculogram (EOG). The EOG spreads across the scalp to
contaminate the EEG. The term OA is a collective reference given to a number
eye-related potentials observed in the contaminated EEG. As the magnitude of the
OA can be several hundred microvolts (compared to the magnitude of the CNV
which is in the order of few microvolts), they are the main physiological sources

of CNV contamination.

There are several methods of OA removal [Jervis et al., 1988]. Jervis et al. [1985]
showed that a method known as proportional EOG subtraction was the most
suitable technique and therefore it was selected. This method of OA removal was
based on the assumptions that the measured EOGs had negligible cross-correlation
with the true EEG and the OA was a linear combination of the selected EOGs.

The formula used for removing OA removal was,
EEG (i) = EEG, (i) - (0, HR@H)HL(i)+6,VR(i)+6,HL(i) + 6 HR(i))
1<is<N ...(6.5)
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Figure 6.1 Digital low-pass filter frequency

response (cut-off frequency = 7.5Hz).
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where EEG , EEG_, HL(i), HR(i) and VR(i) are the i sample values of the
corrected EEG, measured EEG, horizontal left EOG, horizontal right EOG and
vertical right EOG respectively. N is the number of samples per CNV trial and
©,...0, are the transmission coefficients. This formula allowed for the effects of
the vertical and horizontal eye movements and is the model recommended by
Jervis et al. [1989]. The values of ©,...6, were calculated off-line bya
correlation technique described by Quilter et al. [1977].

6.5 Description of the Preprocessed Plots

Figures (6.2)-(6.5) show the vertical left, vertical right, horizontal left and
horizontal right EOGs. The OA potentials can be seen in the EOG plots in the
time period between t=7 to t=11 seconds. A single CNV trial prior to the
preprocessing is shown in Figure (6.6). The OA potentials have contaminated the
CNYV (this is visible in the time period between t=7 to t=11 seconds). The effect
of OA contamination has been greatly reduced in the CNV trial following the

preprocessing (Figure (6.7)).

140



4}

ol

F-Q

*00d 3J9T TB2T3J48A 2°9 2Jndid

(SGNOD3S) 3N
9 4

1 1 1 i 1

~ 001

~- 002

~ 00¥

—~ 00S

~ 009

— 00L

006

(S1I0A0N2IN) D03

141



vt

EOG (MICROVOLTS)

700

600 ~

500 +

300 -

200 -

100 -

T T T T T T T
4 6 8 10

TIME (SECONDS)

Figure 6.3 Vertical right EOG.

12



cl

ot

003 1J9T TBIUOZTJIOH #°9 8anITd

(SaN0o3s) 3N

~ OF

- 09

— 08

~ 001

-~ 0Z1

-~ OFi

Q9

(s110A0¥OIN) D03

143



1ad’

EOG (MICROVOLTS)

220
200 ~
180 -
160 -
140 -
120 -

100 +

T T T T T
4 6

TIME (SECONDS)

Figure 6.5 Horizontal right EOG.

12



arL

EEG (MICROVOLTS)

60

S0 -

40 -

30 ~

20

10

-30 -

—40 —

=30 T T T T T T T 1
0 2 4 6 8 10

TIME (SECONDS)

Figure 6.6 A CNV response before preprocessing.

12



r43

ot

*Suissadsoadaad Jas3Je esuodsad AND V L°9 2JnITy
(spuodes) ewy

8 9 ¥ 4
1 1 1 1

and
p
o

~ 0C—

pe Ow-l

~ 0l

~ 02

o

(syoncsdjw) eboyjoa 933

146



References

Coelho, M., (1988), "Analysis of the CNV waveform in the time and frequency
domains”, M.Phil. thesis, Department of Electrical and Electronic Engineering,
Sheffield City Polytechnic, Sheffield.

Cooper, R., Osselton, J.W and Shaw, J.C., (1980), "EEG technology",

Butterworths.

Jervis B.W., Nichols, M.J., Allen, E.M., Hudson, N.R. and Johnson, T.E.,
(1985), "The assessment of two methods for removing eye movement artefact
from the EEG", Electroencephalography and Clinical Neurophysiology, 61:444-
452.

Jervis, B.W., Ifeachor, E.C. and Allen, E.M., (1988), "The removal of ocular
artefacts from the electroencephalogram: a review", Medical and Biological

Engineering and Computing, 6:2-12.,

Jervis, B.W.,, Coelho, M. and Morgan, G.W., (1989), "Effect on EEG responses
of removing ocular artefacts by proportional EOG subtraction”, Medical and
Biomedical Engineering and Computing, 27:484-490.

Nichols, M.J., (1982), "An investigation of the contingent negative variation using
signal processing methods®, Ph.D. thesis, Department of Communication
Engineering, Plymouth Polytechnic, Plymouth.

Quilter, P.M., MacGillivray, B.B. and Wadbrook, D.G., (1977), "The removal

of eye movement artefact from EEG signals using correlation techniques”, IEE

conference publication, No.159, 93-100.

147



Rabiner, L.R. and Gold, B., (1975), "Theory and application of digital signal
processing”, Prentice Hall, Chapter 3 and pages 194-204.

148



Chapter 7 Identification of Schizophrenic, PD and HD Patients by Frequency
Analysis and Discriminant Analysis of the CNV

In order to investigate the composition of evoked potentials, Nichols [1982] and
Jervis et al. [1983] applied a series of statistical tests to the harmonic frequency
components of the auditory evoked potentials and the CNV responses of a number
of normal subjects and Huntington's disease (HD) patients. Jervis et al. [1984]
envisaged that it might be possible to distinguish between HD patients and
normal subjects using the techniques generated. They applied the four statistical
tests to the first six CNV harmonic frequency components of eight HD patients,
six normal subjects and three "at-risk" (AR) of HD patients. The statistical tests

were:

Nearest and furthest mean amplitude test,

Pre- and post-stimulus mean amplitude difference test,

® Rayleigh test of circular variance,

Modified Rayleigh test of circular variance.

The above four statistical tests are described in section 7.1.1. Jervis et al. [1984]
used the variables obtained from the application of the four tests to the first six
CNV harmonic frequency components in a logical flow chart. Using this flow
chart they identified the majority of HD patients from normal subjects and
suggested that one of the AR of HD patients would develop HD. Some of the

problems associated with the use of flow chart for this purpose were as follows:

i) It was not possible to differentiate between the HD patients and normal subjects
whenever the application of the statistical tests to the CNV harmonic frequency
components did not give any statistically significant result. This was the case for

two of the HD patients.
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ii) As the flow chart was designed by considering the CNV data from a limited
number of individuals, a review of its structure was necessary following the

inclusion of data from other HD patients and normal subjects.

In an attempt to overcome the problems associated with the use of the flow chart,
Coelho [1988] selected a set of harmonic frequency components by considering
the averaged CNV energy spectrum plots of eight HD patients and six normal
subjects (the CNV responses of these individuals were previously recorded by
Nichols). He then applied the four statistical tests (referred to earlier) to the CNV
harmonic frequency components and used the resulting variables in a stepwise
discriminant analysis (SDA) program. The SDA program identified one variable
among those variables as being most discriminatory. Coelho used this variable in a
discriminant analysis (DA) program. Although he was able to identify the HD
patients, his results had to be treated with caution as the DA program was
calibrated and then tested on the data from the same individuals. For the
assessment of the effectiveness of the method it is necessary to calibrate and test
the DA program on the CNV responses from a different set of individuals
[Grimsley, 1989].

In this study the method developed by Coelho [1988] was applied to a larger
number of HD patients and normal subjects and it was extended to differentiate
between:

Parkinson's disease (PD) patients and normal subjects.

Schizophrenic patients and normal subjects.

HD patients and PD patients.

HD patients and schizophrenic patients.

PD patients and schizophrenic patients.
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To evaluate the effectiveness of the method, a leave-one-out procedure was used.
This ensured the CNV responses from individuals included during the DA

program calibration phase were excluded in the test phase.
A description of the procedure used to identify the patients follows.

7.1 Generation of Variables
32 CNV trials recorded from each individual were preprocessed as described in
chapter 6. Two segments from each preprocessed CNV trial were analysed. The

segments were:

i) A 512ms segment prior to the imperative-stimulus (post-stimulus segment). This
segment contains the CNV components which share features with the readiness
potential and its nature is related to the dynamics of the motor response
[Rohrbaugh, et al., 1976].

ii) A 512ms wgment prior to the warning-stimulus (pre-stimulus segment). The
comparison of this segment with the post-stimulus segment allowed detection of
possible amplitude and phase changes in the harmonic frequency components of
the CNV in the patients and normal subjects. These changes develop as a result of

the onset of the warning- and imperative-stimuli.

Each selected segment contained 64 sample values. The next step was to transform
the data segments into the frequency domain using the discrete Fourier transform
(DFT). But prior to this operation, the segments were windowed and then
augmented with zeros. The windowing was necessary in order to reduce the
spectral leakage. Spectral leakage develops because the energy in the original
spectral components leaks to the other frequency components after truncation in
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the time domain [Stark and Tuteur, 1979]. This can distort the frequency spectrum
by introducing spurious peaks and cancelling out the true peaks. Coelho [1988]
after investigating the performance of several windows on simulated data and the
CNV responses suggested the use of the Kaiser-Bessel window. The trade-off
between the side-lobes level and main-lobe width of a spectrum after it is
subjected to the Kaiser-Bessel window is determined by a parameter, o [Harris,
1978]. Coelho [1988] found that when a=0.75 it produced an acceptable
compromise. Therefore the two segments were subjected to the Kaiser-Bessel
window, using a=0.75. Following the DFT, any signal components which occur
at a frequency between two adjacent harmonic frequency components will have its
energy shared and thus distort the amplitude of the adjacént harmonic components.
To reduce this effect the DFT harmonic separation was reduced by using
augmenting zeros before the transformation. After the zero augmentation, each
segment contained 64 CNV sample values and 960 zeros. The number of data
points for the DFT had to conform to 2", where n is an integer. In this case n was

equal to 10, providing 1024 points.

The four statistical tests were applied to the first 96 harmonic frequency
components of the two frequency spectra (ie. the spectra of the pre- and post-
stimulus segments) . The first 96 harmonic frequency components represented the
frequency range O to 11.72Hz (ie. 96 / (1024/64) x 1 / (64 x 0.008) = 11.72Hz).
Jervis et al. [1989] by Fourier analysis of the simulated CNV showed that most of
the CNV energy was concentrated below 1Hz and its energy spectral density fell
to -60dB at about SHz. Therefore the first 96 frequency harmonics were sufficient

for this analysis.

7.1.1 Description of the Statistical Tests Applied to the CNV Harmonic
Frequency Components

As mentioned in section 7.1 four statistical tests were applied to the selected CNV
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harmonic frequency components. A description of these tests follows.

7.1.2 Nearest and Furthest Mean Amplitude Test

This test was designed for analysing the variation of amplitude with phase angle in
the post-stimulus spectrum. As 32 CNYV trials were recorded per subject, this
produced 32 post-stimulus spectra. For each post-stimulus spectrum the magnitude
(length) of the n® selected frequency harmonic was obtained. The mean length of
that half of the vectors whose angles were within the smallest arc was calculated.
This was repeated for the remaining vectors. A one-tailed t-test was then
performed to determine whether the former mean was greater than the latter. The
resulting value of the t-test was used as a variable. The above procedure was

repeated for the remaining selected harmonic frequency components.

7.1.3 Pre- and Post-Stimulus Mean Amplitude Difference Test

The differences between corresponding pre- and post-stimulus phasor lengths for
the n® selected harmonic frequency component of each of the 32 trials were
calculated. The mean of the differences was computed. Using a two-tailed t-test,
this mean was tested to determine whether it was significantly different from zero.
The value of the resulting t-test was used as a variable. This procedure was
repeated for the remaining selected harmonic frequency components.

7.1.4 The Rayleigh Test of Circular Variance

This test was applied to the phase angles in the 32 post-stimulus spectra for each
selected CNV harmonic frequency component to determine whether the phase
angles (0,...6,) were distributed in a non-uniform manner. The circular variance,

S, is given by [Mardia, 1972],

s,=1-R eee(7.1)
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If the phase angles ©,=6,...=6,=0 then C = Cos0 and S = Sin®. This gives,

2

R = [CosZe + Sin%e}¥ = 1 eee(7.5)

and s =0 ese(7.6)

This corresponds to the case where all the phase angles have the same value.
Alternatively, when the phase angles are distributed uniformly over the range 0 to
27 then the values of R and S_become,

R=0 ese(.7)

so L 1 ...(7.8)
The value of So was used as a variable.

7.1.5 The Modified Rayleigh Test of Circular Variance

The modified Rayleigh test of circular variance encompassed both the amplitudes
and the phase angles in the post-stimulus spectrum. For each selected harmonic
frequency component, 32 vectors (one for each CNV trial) were obtained. The
vectors were ranked in ascending order of magnitudes. Then the test was carried

out using,
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where R, is the rank of the i*® phasor. U_ is closely related to the statistic R
proposed by Moore [1980]. The value of U_ was used as a variable.

7.2 Variable Reduction Procedure

The application of the four statistical tests to the first 96 harmonic frequency
components resulted in 384 variables (ie. 96 harmonics x 4 tests = 384 variables).
In order to identify the most discriminatory variables a series of tests were carried
out using the Statistical Analysis Systems (SAS) [1982 and 1985] packages. A
brief description of the tests follows.

7.2.1 Normal Distribution Test
A test for the statistical distribution of the variables was necessary as the
succeeding procedures required the variables to have normal or approximately

normal distributions.

This test was carried out using the SAS procedure, Univariate. It computed a test
statistic for the null hypothesis that the variables were from the normal
distribution. It calculated the Shapiro-Wilk statistic, W [Shapiro and Wilk, 1965]
and provided a probability value indicating whether the hypothesis should be
accepted or rejected (the significance level was 5%). The Univariate procedure

also plotted the variables together with a curve indicating where normally
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distributed data would fall. The variables found not to be normally distributed were

excluded from further analysis.

7.2.2 T-test

This was a two-tailed t-test for testing the hypothesis that the means of the
variables from the two groups (ie. patients from a category against their normal
control subjects or against the patients from another category) were equal. It
computed the t-statistic based on the assumption that the variances from the two
groups were equal. It also calculated an approximate t based on the assumption
that the variances were unequal. For each test the degrees of freedom and
probability level were computed. Satterthwaite's approximation [Satterthwaite,
1946] was used to determine the approximate t. A folded (F) statistic [Steel and
Torrie, 1980] was computed to test for equality of the two variances. The

significance levels for the t-test and F-statistic test were 10% and 5% respectively.

7.2.3 Stepwise Discriminant Analysis

The variables selected from the previous steps were used in the SAS stepwise
discriminant analysis program, Stepdisc. This program selected a subset of the
variables in order to form a good discrimination model using stepwise selection.

The variables selected by this program are shown in Table (7.1).
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Table (7.1) The variables used to identify subjects.

H T, represents test y applied to harmonic x, where

T, < nearest and furthest mean amplitude test,

T, = pre- and post-stimulus mean amplitude difference test,
T = Rayleigh test of circular variance and

T: modified Rayleigh test of circular variance.

Categories Discriminatory Variables
Huntington's disease HyoT3r HyeTo, HyTy
patients vs. normal
control subjects
schizophrenic 83T3, HSTJ. HSBTI' H72T4
patients vs. normal
control subjects HggT3, HggTy
Parkinson's disease H6T1, “1873' strl, 83774
patients vs. normal
control .“bj.ct. H63T3, Hasrip 391'1'4
Huntington's disease 82412, Hzarz, 36773' 372?1
patients vs.
schizophrenics HeeTy
Huntington's disease Hzorz. “38T1' HgaT3s Hg3Ty
vs. Parkinson's
disease patients
schizophrenics Hy3To, strz. HygTyr HeoTy
vs. Parkinson's
disease patients

7.3 Discriminant Analysis

The classification of the individuals was carried out using discriminant analysis
(DA). DA is a technique for classifying individuals into mutually exclusive and
exhaustive groups on the basis of a set of independent variables. Only the case
involving the identification of one group from another group was considered. In

the linear DA method, the discriminant score for each individual is obtained using,

Y=b'x «ee(7.10)
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where Y is a 1xn vector of discriminant scores, b' is a 1xp vector of discriminant
weights (note the symbol ' indicates transpose), and X is a pxn matnx containing
the values for each of the n individuals of the p independent variables. To assign
the individuals, the discriminant weight vector needs to be computed. It has been
shown [Morrison, 1976],

b=sg!

(!1 - !2) 000(7011)
where £, and ¥, are the mean vectors obtained from the data matrices, and S is
the inverse of the pooled sample variance-covariance matrix and is obtained using
[Morrison, 1976],

1

8 & ———— ‘!.1'1 + :.2’2) ...(7.12)
ng +n, =2

The number of individuals in each group is represented by n, and n,. x| is the
(pxn,) mean corrected data matrix taken from group 1 and x, is the (pxn,) mean

corrected matrix taken from group 2.

A formula for assigning the individuals to one of the two groups based on the

above information is [Morrison, 1976],

W=Xb-h( +InD cee(7.13)
The individuals are assigned to group 1 if W is greater than 0 otherwise to group
2. The DA program provided by SAS, Discrim, gave the probabilities which
indicated to which group an individual belonged.

Initially the patients from each category (schizophrenia, PD and HD) were age and

158



sex matched with their normal control subjects and their CNV variables were
processed by the DA program. Then the patients with HD were age and sex
matched (as closely as it was possible) with schizophrenic patients and their
variables were processed by the DA program. This was repeated for HD and PD
patients, and PD and schizophrenic patients. To make best use of the recorded
data, a leave-one-out approach was followed. In this method the variables of n-1
individuals (n is the number of individuals in a patient category and their normal
control subjects or the patients from another category) were used in the DA
program. The DA program used this data to setup a classification rule (ie. the
calibration phase). Then the resulting information together with the variables from
the individual not included in the calibration phase were used by the DA program.
This generated a probability value which indicated to which group the individual
belonged. This was repeated n times (for example, for the 20 schizophrenic
patients and their 20 normal control subjects, this procedure was repeated 40

times).
7.4 Results and Discussion

Tables (7.2a) to (7.2f) show the probabilities obtained following the application of
the DA program.
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Table (7.2a) Schizophrenic patient versus normal control subjects. P(S)
and P(N) represent the probabilities that an individual is schizophrenic
or normal respectively.

Schizophrenic Patients Normal Control Subject
Subject P(S) P(N) Subject P(S) P(N)
Number Number

1 1.0000 | 0.0000 21 0.0000 | 1.0000
2 0.5753 | 0.4247 22 0.0477 | 0.9523
3 0.9998 | 0.0002 23 0.0011 | 0.9989
4 1.0000 | 0.0000 24 0.0000 | 1.0000
5 0.9366 | 0.0634 25 0.0184 | 0.9816
6 0.9948 | 0.0052 26 0.0001 | 0.9999
7 0.9016 | 0.0984 27 0.0049 | 0.9951
8 1.0000 | 0.0000 28 0.2197 | 0.7803
9 0.8269 | 0.1731 29 0.0000 | 1.0000

10 1.0000 | 0.0000 30 0.0002 | 0.9998

11 0.9968 | 0.0032 31 0.0047 | 0.9953

12 1.0000 | 0.0000 32 0.0164 | 0.9836

13 0.9999 | 0.0001 33 0.0010 | 0.9990

14 0.9952 | 0.0048 34 0.0000 | 1.0000

15 1.0000 | 0.0000 35 0.0001 | 0.9999

16 0.9883 | 0.0117 36 0.0051 | 0.9949

17 0.4600 { 0.5400 37 0.0000 | 1.0000

18 1.0000 | 0.0000 38 0.0003 | 0.9997

19 0.8960 | 0.1040 39 0.0436 | 0.9564

20 0.9993 | 0.0007 40 0.1739 | 0.8261
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Table (7.2b) Parkinson's disease patients versus normal control subjects.
P(P) and P(N) represent the probabilities that an individual has PD or is
normal respectively.

Parkinson's Disease Normal Control
Patients Subject
Subject P(P) P(N) Subject P(P) P(N)
Number Number

1l 0.6857 0.3143 17 0.0083 0.9917
2 0.9975 0.0025 18 0.0000 1.0000
3 1.0000 0.0000 19 0.3193 0.6807
4 0.8060 0.1940 20 0.0008 0.9992
s 0.9990 0.0010 21 0.0837 0.9163
6 0.9401 0.0599 22 0.0005 0.9995
7 0.8316 0.1684 23 0.0001 0.9999
8 0.8445 0.1555 24 0.8776 0.1224
9 0.9982 0.0018 25 0.0004 0.9996
10 0.1969 0.8031 26 0.0049 0.9951
11 0.9995 0.0005 27 0.0001 0.9999
12 0.9995 0.000S 28 0.0000 1.0000
13 0.9996 0.0004 29 0.0037 0.9963
14 0.990S 0.0095 30 0.0003 0.9997
15 1.0000 0.0000 31 0.0024 0.9976
16 1.0000 0.0000 32 1.0000 0.0000

Table (7.2c) Huntington's disease patients versus normal control
subjects. P(H) and P(N) represent the probabilities that an individual

has HD or is normal respectively.

Huntington's Disease Normal Control
Patients Subjects

Subject P(H) P(N) Subject P(H) P(N)

Number Number
1 0.8493 | 0.1507 12 0.0002 | 0.9998
2 1.,0000 | 0.0000 13 0.0005 | 0.9995
3 0.9963 | 0.0037 14 0.0000 | 1.0000
4 1.0000 | 0.0000 15 0.0000 | 1.0000
5 1,0000 | 0.0000 16 0.0000 | 1.0000
6 0.9998 | 0.0002 17 0.0000 | 1.0000
7 0.9998 | 0.0002 18 0.4313 | 0.5687
8 0.9971 | 0.0029 19 0.0030 | 0.9970
9 0.9507 | 0.0493 20 0.0000 1.0000
10 1.0000 | 0.0000 21 0.0001 | 0.9999
11 0.9999 | 0,0001 22 0.0231 | 0.9769
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Table (7.2d) Huntington's disease patients versus schizophrenic
subjects. P(H) and P(S) represent the probabilities that an individual
has HD or is schizophrenic respectively.

Huntington's Disease Schizophrenic Patients
Patients
Subject P(H) P(S) Subject P(H) P(S)
Number Number
1 0.9999 | 0.0001 12 0.0000 1.0000
2 0.9742 0.0258 13 0.0000 | 1.0000
3 1.0000 | 0.0000 14 0.0000 1.0000
4 1.0000 | 0,0000 15 0.0001 | 0.9999
5 1.0000 | 0.0000 16 0.0001 | 0.9999
6 1.0000 | 0.0000 17 1.0000 | 0.0000
7 1.0000 | 0.0000 18 0.0000 1.0000
8 1.0000 | 0.0000 19 0.4477 0.5523
9 1.0000 | 0.0000 20 0.0000 1.0000
10 1.0000 | 0.0000 21 0.0000 1.0000
11 1.0000 | 0.0000 22 0.0000 | 1.0000

Table (7.2e) Schizophrenic patients versus Parkinson's disease
patients. P(S) and P(P) represent the probabilities that
an individual is schizophrenic or has PD.

Schizophrenic Parkinson's Disease
Patients Patients
Subject P(S) P(P) Subject P(S) P(P)
Number Number
1 0.9993 | 0.0007 17 0.0153 | 0.9847
2 1,0000 | 0.0000 18 0.0010 | 0.9990
3 0.9812 | 0.0188 19 0.0197 | 0.9803
4 0.9999 ( 0.0001 20 0.9940 | 0.0060
5 0.3456 | 0.6544 21 0.0275 | 0.972S
6 0.9824 | 0.0176 22 0.0009 | 0.9991
7 0.9987 | 0.0013 23 0.0000 | 1,.,0000
8 0.9365 | 0.0635 24 0.0379 | 0.9621
9 0.9998 | 0.0002 25 0.0175 | 0.9825
10 0.8068 | 0.1932 26 0.0409 | 0.9591
11 0.9993 | 0.0007 27 0.0003 | 0.9997
12 0.9999 | 0.0001 28 0.0000 | 1.0000
13 0.2775 | 0.7225 29 0.0000 | 1.0000
14 0.3056 | 0.6944 30 0.0000 | 1.0000
1s 0.9973 | 0.0027 k) 0.0079 | 0.9921
16 0.9995 | 0.0005 32 0.1398 | 0.8602
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Table (7.2f) Huntington's disease patients versus Parkinson's disease
patients. P(H) and P(P) represent the probabilities that an individual
has HD or PD.

Huntington's Disease Parkinson's Disease
Patients Patients

Subject P(H) P(P) Subject P(H) P(P)

Number Number
b 0.9999 | 0.0001 12 0.7003 | 0.2997
2 0.9834 | 0.0166 13 0.0001 0.9999
3 0.9993 | 0.0007 14 0.0005 0.9995
4 1.0000 | 0.0000 15 0.0000 1.0000
5 0.9999 | 0.0001 16 0.9642 0.0358
6 0.9981 | 0.0019 17 0.0003 0.9997
? 0.2019 | 0.7981 18 0.0000 1.0000
8 0.9997 | 0.0003 19 0.0201 | 0.9799
9 0.8555 | 0.1445 20 0.0001 | 0.9999
10 1.0000 | 0.0000 21 0.0000 1.0000
11 0.9995 | 0.0005 22 0.0000 1.0000

As in each analysis the number of individuals in the two groups were equal, ie.
n,=n,, a probability threshold value of 0.5 was used. Therefore if the probability
was less than 0.5, the individual belonged to one group, otherwise the individual
belonged to the other group. In Table (7.2a) the probabilities of schizophrenic
patients versus normal subjects are shown. As can be observed all normal subjects
were identified correctly. One schizophrenic patient (subject number 17) was
misclassified as normal. Table (7.2b) indicates the probabilities for the PD
patients versus normal subjects. A PD patient (subject number 10) and two
normal subjects (subject numbers 24 and 32) were classified into the wrong group.
Table (7.2¢) shows the probabilities for the HD patients versus normal subjects.
Every one in these categories was classified correctly. The probabilities of the
HD patients versus schizophrenic patients are shown in Table (7.2d). Every HD
patient was placed in the correct group but a schizophrenic patient (subject number
17) was misclassified. Table (7.2¢) indicates the probabilities for schizophrenic
patients versus PD patients. Three schizophrenic patients (subject numbers 5, 13,
and 14) were misclassified. One of the PD (subject number 20) patients was also
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placed in a wrong category. Table (7.2f) shows the probabilities for the HD
patients versus PD patients. An HD patient (subject number 7) and two PD
patients (subject numbers 12 and 16) were misclassified.

The overall performance of the method in differentiating between the patients and
normal subjects, and between the patients of different categories is included in
Tables (7.3a) to (7.3f).

Table (7.3a) The subjects’ details and overall differentiation
success rate for Huntington's disease versus normal
control subjects.

Subjects®' Categories
Parameters
Huntington's Control
Disease Subjects
number total 11 (6 male) 11 (6 male)
of
subjects |on drug S 0
mean 53.73 50.09
age STD 10.97 10.513
range 39 to 77 40 to 73
differentiation
success rate in 100% 100%
the test domain
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Table (7.3b) The subjects’ details and overall differentiation
success rate for schizophrenic patients versus normal control

subjects.
Subjects' Categories
Parameters
Schizophrenic | Control
Patients Subjects
number total 20 (15 male) {20 (15 male)
of
subjects jon drug 18 0
mean 33.60 39.50
age STD 12.22 13.66
range 20 to 68 22 to 75
differentiation
success rate in 95.0% 100%
the test domain

Table (7.3c) The subjects' details and overall differentiation
success rate for Parkinson's disease patients versus normal
control subjects.

Subjects®' Categories
Parameters
Parkinson's Control
¢ Disease Subjects
number total 16 (10 male) |16 (10 male)
of
subjects |on drug 12 0
mean 63.63 50.81
age STD 9,68 11.16
range 42 to 80 35 to 75
differentiation
success rate in 93.8% 87.5%
the test domain
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Table (7.3d) The subjects' details and overall differentiation
success rate for Huntington's disease patients versus
schizophrenic patients.

Subjects' Categories
Parameters
Huntington's Schizophrenic
Disesase Patients
number total 11 (6 male) 11 (7 male)
of
subjects |on drug 5 9
mean $3.73 40.64
age STD 10.93 12.34
range 39 to 77 27 to 68
differentiation
success rate in 100% 90.91%
the test domain

Table (7.3¢) The subjects’ details and overall differentiation
success rate for Huntington's disease patients versus Parkinson's
disease patients.

Subjects' Categories
Parameters
Huntington's Parkinson's
Disease Disease
number total 11 (6 male) 11 (6 male)
of
subjects (on drug s 9
mean 53.73 60.91
age STD 10.97 10.52
range 39 to 77 42 to 80
differentiation
success rate in 90.91% 81.82%
the test domain
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Table (7.3f) The subjects' details and overall differentiation
success rate for schizophrenic patients versus Parkinson's

disease patients.
Subjects' Categories
Parameters
Schizophrenic Parkinson's
Patients Disease
number total 16 (12 male) 16 (10 male)
of
subjects |on drug 14 12
mean 36.63% 63.63%
age STD 11.83 9.68
range 25 to 68 . 42 to 80
differentiation
success rate in 81.25% 93.75%
the test domain

The overall success rates were not always 100%. This could be because the CNV
responses in some of the patients were not significantly different from the CNV
responses in the normal subjects. When differentiating between the individuals
from a patient category from another patient category (ie. HD patients versus PD
patients, HD patients versus schizophrenic patients, and PD patients versus
schizophrenic patients), it was not possible to age and sex match the individuals
closely (this was mainly because the general ages of onset of the above disorders
are different). This may have reduced success rates in differentiating between

patient groups.

7.5 Conclusion
The results obtained in this chapter indicate that CNV frequency analysis and
discriminant analysis provide an effective method for differentiating between HD,

PD and schizophrenic patients and normal subjects.
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Chapter 8 Identification of Schizophrenic, Parkinson's Disease and
Huntington's Disease Patients by Using the CNV Time Domain Features in
Neural Networks

The brain contains a large number of information processing elements, called
neurons. Neural networks (artificial neural networks) are computer models that
simulate the functioning of the brain in a very simplified manner. Neural networks
are capable of generalisation and, because of their highly parallel structure, they
can offer real-time solutions to complex optimisation problems. Furthermore, the
application of neural networks requires less restrictive assumptions about the
statistical nature of the data (ie. the distribution of discriminatory variables) and

they have been effective in cases involving noisy signals.

It was decided to use neural networks because it was considered that they might
provide a less complex method (compared to the method described in chapter 7) of
identifying the patients. Neural networks use either supervised or unsupervised
learning algorithms. In this study neural networks with supervised leaming
algorithms (ie. multilayer perceptron networks) were used and therefore the
discussion provided in this chapter relates to the supervised learning neural
networks. Supervised learning neural networks operate in two modes. In the
*learning” (or "training") mode several input patterns and their corresponding
output values are compared with the desired output values and the neural network
parameters are adapted to cause the actual outputs to approximate the desired
outputs. In the "test” (or "use®) mode the neural network is used to classify
patfems where their classes are not known (ie. the test patterns). The test patterns
must belong to the classes included during the training phase.

Neural networks have been widely used for pattern recognition, for example,
Gorman and Sejnowski [1988] successfully used neural networks to classify

sonar return signals from two undersea targets.
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There is a rising interest in the use of neural networks in the medical field
[McDonald and McDonald, 1991]. Bounds and Lloyd [1988] used neural
networks to analyse data concerned with four classes of back pain. Neural
networks were trained on 25 examples from each class of pain. The overall
performance of the neural networks on the test pattern example set, which
contained a similar number of examples as the training set, was 80%. Schizas et
al. [1989] used neural networks for classification of electromyographic signals.
They selected the amplitude, area, average power and duration of the signals as
the features. The neural network success rate in correctly classifying the test
patterns was about 60%. They suggested an improved method of selecting the
features could increase the success rate. An attempt was made to identify high risk
cardiac cases from "no-risk" cases by Hart and Wyatt [1989]. They could not
accurately differentiate the test cases. The complexity of the problem and lack of
sufficient examples from the different cases were believed to have contributed to
the low success rate [Hart, 1990]. Yoon et al. [1989] used a 3-layer neural
network to aid the differentiation of 10 skin diseases. They represented the
symptoms related to each skin disease by 18 variables and achieved an overall
success rate of 70% in the test mode. Several attempts have been made to classify
EEG patterns using neural networks [Choi et al., 1991] [Jarratt, 1991]. These

results seem to be promising.

In this chapter a brief account of neural network theory is provided, a time domain
feature extraction method suitable for the CNV is described and the results on
patient identification obtained following the processing of the CNV waveforms of
schizophrenic, Parkinson's disease and Huntington's discase patients and their

normal control subjects by neural networks are discussed.
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8.1 Theoretical Analysis of Neural Networks
Figure (8.1) shows a node (neuron, or unit) used as a building block fdr a neural
network. The input vector x brings the information from external sources. The
amount of influence the inputs exert on a node is controlled by the weight vector
w. The values of the inputs and their corresponding weights are combined using a
combining function. A commonly used combining function is the weighted sum
of the inputs. The procedure for this function is to multiply every input with its
associated weight and then sum the results. The transfer function (or threshold
function) interprets the combining function output. A traditionally used transfer
function is the sigmoid function shown in Figure (8.2). The sigmoid function is
defined as,

1

f(x) = eee(8.1)
1+ oxp(-(ij)/eo)

Gj is known as the bias or the threshold value and its effect is to shift the transfer
function to the left or right along the horizontal axis. The value of the constant ©_ -

determines the slope of the sigmoid as shown in Figure (8.2).

A single node on its own has little processing power. The capabilities of neural
networks lie in several nodes being interconnected to form structures such as the
one shown in Figure (8.3). The neural network shown in Figure (8.3) has an
input layer, an output layer and a layer not connected directly to the input or the
output, and so-called the "hidden layer®. The input layer distributes the input data
to the hidden layer. The hidden layer (there may be more than one hidden layer)
and the output layer are responsible for processing the data and presenting the
results to the oﬁtput.
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Figure 8.1 A node in a neural network.
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Figure 8.3 A multilayer neural network.
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If o, is the output of a node in the layer i then the input to a node in the layer j,

(inj) is,
‘.nj = I w3101 o-.(802)

where w;, is the weight associated with the connection from a node in the layer i to
a node in the layer j. The output of a node in the layer j, (oj) is a function of the

node's input. Using a sigmoid as the transfer function,
Oj -f(inj) 000(813)

1
je. oj = ...(804)
1+ oxp(-(inj*ej)/eo)

The input to a node in the layer k, (in,) is,

Lnk = I "kj°j ece(8.5)
and its output (0,), using a sigmoid transfer function is,
Ok - f(lnk) 000(806)
1

le. ok = ...(8.7)
1 + exp(=(in +e,)/6,)

If a node in the output layer, for a pattern p, has an output 0,,» and its desired

output is Lo then the sum of the squared errors (error function) will be,

1
3
E. .= — 3 (t, - 0,) ees(8.8)
P L% Pk pk

The factor ‘4 simplifies the mathematics during the succeeding stages of the

analysis.
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The weights and biases need to be adjusted in order to reduce the error function
EP. A widely used method of "learning” the weights and the biases is the
generalised delta rule sometimes referred to as the backpropagation rule
[Rumelhart et al., 1986]. Initially the weights and biases are set to small random
numbers. This is necessary for correct operation of the backpropagation rule
[Rumelhart et al., 1986]. Then the weights and biases are adjusted so that the
error E A is reduced as rapidly as possible. As a detailed analysis of the
backpropagation rule can be found in several publications such as Rumelhart et al.
[1987], Beale and Jackson [1990] and Aleksander and Morton [1990], derivation

of the backpropagation rule is not given.

Using the backpropagation rule, the change in the weights in the (n+1)® step for

the connections in the output layer is given by,
‘,ij(“+l) = B5,,g°,,j + oupwh.(n) ...(8.9)

where 8 is the learning rate. A large 8 produces a rapid leaming but can also

result in oscillation. & ok is,

<Spk = (tpk - opk) Oy a- opk) ...(8.10)

The proportionality constant, « is called the momentum. The value of 4w, is

initially zero.

The change in the weights in the (n+1)® step for the connections in the hidden
layer is given by,
A w.(n+l) = B¢Sm.(>pi + aa_w.(n) ...(8.11)

P2 P
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where 5,,; =0, - °,,,-) Ebpkwn. ...(8.12)

Initially the value of aAiji(n) is equal to zero. The bias values are treated as
incoming weights from a unit whose output is always 1 and they are adjusted in

the same manner as the weight values.
To summarise, neural network learning phase involves:

i) Setting all the weight and bias values to small random numbers.

ii) Reading in a training pattern and its associated desired value.

iii) Calculating the outputs of the nodes in the hidden and the output layers using
(8.4) and (8.7).

iv) Adjusting the weight and bias values using (8.9) and (8.11).

v) Repeating the process (ii) to (iv) for the remaining patterns in the training file.

The learning process is repeated until the neural network is capable of accurately
identifying the test patterns (ie. until it has generalised).

8.2 Time Domain Feature Extraction Method Applied to the CNV

In chapter 7, a method of feature extraction based on data transformation into the
frequency domain was described. In order to reduce the complexity of the analysis
and to reduce the processing time, it was decided to investigate whether it was
possible to obtain the discriminatory features by analysing the CNV in the time

domain.

Shiavi and Bourne [1986] described a series of parameters which could be used to
represent electrophysiological signals. These included amplitude, slope and
duration. However application of these parameters to the CNV could not provide

sufficiently sensitive measures for identifying the patients. This was because
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although the parameters provided a quantitative measure for the CNV, they did
not accurately describe the shape of the CNV which was also believed to be
important. A method applied to carotid pulse-wave (CPW) by Stockman et al.
[1976] involved identifying the points on the waveform in such a way that they
provided a reasonably complete description of the fundamental activity of the

signal in the time domain.

The method adopted, like the method used by Stockman et al. [1976), involved
obtaining a set of time domain points which could best represent the section of the
CNV relevant in the patient identification. Eight CNV trials not grossly
contaminated by ocular artefact were used per subject. The CNV trials were
subjected to a preprocessing procedure which carried out mean level removal,
baseline correction, digital low-pass filtering and ocular artefact removal. These
steps were discussed in chapter 6 and they were carried out using a Turbo Pascal
program called PROC.PAS (a listing of this program is included in Appendix C).
The CNV trials were then averaged. The CNV response tends to follow a
constant profile. By con@t the background EEG activity could be

considered to l;ave a randomly distributed amplitude about zero. The effect of
averaging is to reduce the unwanted background EEG (ie. noise) by a factor
proportional to \/n, where n is the number of trials averaged [Binnie, 1982]. The
reduction in the number of CNV trials (compared to the method described in
chapter 7) reduced the data recording and processing times. It also reduced the
distortion due to the inter-trial CNV variability. It should be noted that the
successive CNYV trials are not 100% identical. The variations are caused by
factors such as changes in patients' attention during the data recording and give
rise to the inter-trial variability [Binnie et al. 1982]. The digital low-pass filter
cut-off frequency was reconsidered (this was 30Hz for the method described in

chapter 7) to take into account the changes in the method of feature extraction and
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therefore it was set to 7.5Hz. The frequency response of this filter is shown in
chapter 6. Ruchkin [1988] reported that the details of the CNV were preserved
when the cut-off frequency of the digital low-pass filter was 5.5Hz. Therefore this
reduction in the filter's cut-off frequency was acceptable.

Seventeen CNV features were used as inputs to the neural networks. Sixteen
features were extracted from a section §12ms prior to the imperative-stimulus in
the preprocessed and averaged CNV waveform (listing of the program used for
this purpose is given in Appendix (D)). A moving average window, with a
window size of four samples (corresponding to 32ms), was applied to this section.
This averaged every four consecutive sample values producing sixteen CNV
features (or variables). Figure (8.4) shows the effect of this process on the CNV
section used in the analysis. This method was suitable as it further reduced the
effect of the almost random background EEG and it also closely represented the
CNV section of interest. In the majority of normal subjects the CNV returns to
the baseline rapidly following the onset of the imperative-stimulus and the
subject's response to that stimulus. It has been shown, however, that in 75% of
schizophrenic patients and 37% of neurotic patients the CNV takes more than 2
seconds to return to the baseline [Dubrovsky and Dongier, 1976]. To include this
effect, a seventeenth feature was obtained. This feature was the time difference
between the onset of the imperative-stimulus and the point where the CNV
returned to its baseline. This time period is shown in Figure (8.5). It should be
noted that the PINV was measured manually by determining the point where the
CNYV trend crossed the baseline.

8.3 Procedure for Obtaining the Results

Twenty schizophrenic patients, sixteen Parkinson's disease (PD) patients, eleven
Huntington's disease (HD) patients and their normal control subjects were
included in the analysis (refer to Tables (8.1)-(8.3) for more details).
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Table (8.1) Details of schizophrenic patients and their
normal control subjects.

Subjects®' Categories
Parameters
Schizophrenic Control
Patients Subjects
number total 20 (15 male) |20 (15 male)
of
subjects |on drug 18 0
mean 33.60 39,50
age STD 12.22 13.66
range 20 to 68 22 to 75

Table (8.2) Details of Parkinson's disease patients and
their normal control subjects.

Subjects' Categories
Parameters
Parkinson's Control
Disease Subjects
number total 16 (10 male) |16 (10 male)
of
subjects |on drug 12 0
mean 63.63 50.81
age STD 9.68 11.16
range 42 to 80 35 to 75
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Table (8.3) Details of Huntington's disease patients and
their normal control subjects.

Subjects' Categories
Parameters
Huntington's Control
Disease Subjects
number total 11 (6 male) 11 (6 male)
of
subjects jon drug S 0
mean $3.73 50.09
age STD 10.97 10.53
range 39 to 77 40 to 73

Seventeen features were obtained from each preprocessed averaged CNV
waveform as described in section (8.2). The selected features for the patients in
each category and their normal control subjects were normalised between 0 and 1.
The normalisation of the features was desirable as otherwise during the
implementation of neural networks numbers with unacceptably large magnitudes
could have resulted. To normalise the selected features for the patients in a
category such as schizophrenic patients and their normal control subjects, a
computer program read the 16 features selected from the inter-stimulus intervals
of the CNVs of these subjects. The maximum and minimum values of these
features were identified. Then the normalisation of the features selected from the

inter-stimulus interval (ISI) was achieved using,

Fiat IHIN1.1|
Nri'i - + ees(8.13)

lumiu|+|m“l| |nxuh1|+|w\x“1|

where  NF,. is the normalised feature,
F.. is the feature not normalised,
N. .. is minimum value of the features,
MAX’, is maximum value of the features.
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In order to normalise the 17® feature, the maximum and minimum values of the
PINV for the patients in each category and their normal control §ubjects were
obtained. Then these features were normalised by,

Foinv = MINo40y
Nppinv - eee(8.14)

MAX - HINpinV

pinv

where NF __ is normalised feature,
F_. "™ is not normalised feature,
v iS minimum value of the PINV,
MAJE'PW is maximum value of the PINV,

The patients in each category and their normal control subjects were divided into
two groups in such away that an individual in the first group was age and sex
matched with another individual in the second group. Two files were formed for
each patient category. The first file contained the normalised CNV features of half
the patients from a patient category and their normal control subjects and was used
to train the neural networks. The order of subjects' entry in the training file was
random, ie. a normal subject was randomly followed by either another normal or a.
patient. The second file contained the normalised CNV features of the remaining
patients from that category and their normal control subjects and was used to
evaluate the effectiveness of the neural networks in the test mode. This process

was repeated for the two other patient categories.

A commercially available package called NeuralWorks, was used to implement the
multilayer neural networks. The manual accompanying it provided a
comprehensive explanation of how to use that software [NeuralWorks Manual,
1988]. The structure of the neural networks used is described in section (8.1).
The NeuralWorks package permitted inclusion of up to two hidden layers. The
number of nodes in the input layer was always 17, ie. one node per CNV feature.
As the aim was to distinguish between the patients of a category and normal

186



subjects, one output node was sufficient. During the training this node took a
value of 1 to represent normal subjects and O for the patients. The standard
backpropagation method referred to in section (8.1) was used for the learning
algorithm. A heuristic method is generally used to determine the number the nodes
in the hidden layer(s). If sufficient nodes are not included in the hidden layer(s),
the learning process will be hindered. Too many nodes in the hidden layer(s),
however can cause a degradation of the generalisation capability of the neural
network [Bhagat, 1990]. The classification threshold level was 0.5. Therefore if
the outputs of neural networks following training were between 0.5 and 1.0 the
individuals were considered "normal”, and if the outputs were between 0 and 0.5

the individuals were considered "patient®.

The type of the transfer function used was sigmoidal (as shown in Figure (8.2)).
The weights for the connections were initially randomised to lie between -0.1 and
0.1. The NeuralWorks software recommended that the value of ©_ to be 1, the
value of  to be 0.6 and the value of 8 to be 0.9 (see NeuralWorks Manual [1988]
for detail). It was decided to keep these parameters to the recommended values
and change them if it became necessary. A network with 17 units in the input
layer, 10 units in the first hidden layer, 5 units in the second hidden layer and 1
unit in the output layer was set up by follo'wing the instructions in NeuralWorks
manual. The neural network was initially trained on 10 schizophrenic patients and
their normal control subjects and tested the remaining 10 schizophrenic patients
and their normal control subjects. The output of the neural network for each
subject after 3000, 6000, 9000 and 12000 iterations were examined. This indicated
that the neural network performed best (ie. least error) after 12000 iterations. It
was then decided to keep the number of iterations to 12000 and investigate the
effect of changing the number of units in the hidden layer(s). In the case HD
patients and their normal control subjects, as in schizophrenic patients the number
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of iterations was kept to 12000 and the effect of changing the number of units in
the hidden layer(s) was investigated. For PD patients and their normal control
subjects, the outputs of the neural networks after 12000, 20000 and 24000

iteration were analysed.

Tables (8.4)-(8.10) show the outputs of neural networks for the patients and their
normal control subjects for different numbers of units in the hidden layer(s). The
performance of neural networks in differentiating between patients is summarised
in Tables (8.11)-(8.13).

188



Table (8.4) Neural Network outputs for schizophrenic patients and their
normal control subjects. Number of units in the hidden layers 20 and
20, and 30 and 20.

Training Test
Network [Subject|Desired|Network |Subject|Desired|Network
Structure |Number Value Output |[Number Value Output
17-20-20-1 1 0 0.00507 21 0 0.00401
2 0 0.00524 22 o 0.00153
3 1 1.00000 23 0 1.00000
4 0 0.0079S 24 0 0.00143
5 1 1.00000 25 0 0.21516
6 0 0.03564 26 0 0.01292
7 1 1.00000 27 o 0.00171
8 0 0.00445 28 0 0.00176
9 (o] 0.00286 29 0 0.00541
10 1 1.00000 30 0 0.00161
11 0 0.00427 31 1 1.00000
12 1 0.97588 32 1 1.00000
13 0 0.00147 33 1 1.00000
14 1 0.99999 34 1 1.00000
15 0 0.00210 35 1 1.00000
16 1 1.00000 36 1 1.00000
17 1 1.00000 37 1 0.99998
18 0 0.00905 k}].} 1 0,.99539
19 1 1.00000 39 1 1.00000
20 1 0.99542 40 1 1.00000
17-30-20-1 1 0 0.00494 21 0 0.00399
2 (o] 0.00509 22 0 0.00183
3 1 1.00000 23 0 1.00000
4 0 0.00717 24 0 0.00173
S b 1.00000 25 0 0.18652
6 0 0.03444 26 0 0.01116
7 1 1.00000 27 0 0.00200
8 0 0.00451 28 0 0.00204
9 0 0.00302 29 o) 0.00543
10 1 1.00000 30 0 0.00190
11 0 0.00439 31 1 1.00000
12 1 0.97847 32 1 1.00000
13 0 0.00177 33 1 1.00000
14 1 0.99999 34 1 1.00000
15 o] 0.00234 35 1 1.00000
16 1 1.00000 36 1 1.00000
17 1 1.00000 37 1 1.00000
18 0 0.00776 as 1 0.99675
19 1 1.00000 39 1 1.00000
20 1 0.99545 40 1 1.00000
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Table (8.5) Neural Network outputs for schizophrenic patients nd their
normal control subjects. Number of units in the hidden 10 and 5, and 8

and 8.
Training Test
Network Subject |Desired|Network |Subject|Desired|Network
Structure |[Number | Value | Output [Number | Value | Output
17-10-5-1 1 0 0.00548 21 0 0.00478
2 o) 0.00566 22 o] 0.00380
3 1 0.99998 | 23 0 0.99994
4 0 0.00886 24 0 0.00375
5 1 0.99997 25 0 0.11894
6 0 0.03153 26 0 0.01130
7 1 0.99999 27 o] 0.00388
8 0 0.00517 28 o 0.00392
9 0 0.00459 29 o} 0.00551
10 1 0.99994 30 0 0.00383
11 0 0.00568 l 1 0.99997
12 1 0.97790 32 1 0.99998
13 0 0.00377 33 1 0.99998
14 1 0.99991 34 1 0.99996
15 0 0.00404 35 1 0.99994
16 1 0.99998 36 1 0.99999
17 1 0.99997 37 1 0.99984
18 0 0.00724 38 1 0.99700
19 1 0.99996 39 1 0.99996
20 1 0.99766 40 1 0.99998
17-8-8-1 1 o 0.00316 21 0 0.00299
2 0 0.00332 22 0 0.00203
3 1 1.00000 23 o 0.99999
4 0 0.00596 24 0 0.001%8
5 1 1.00000 25 0 0.10060
6 0 0.02255 26 o] 0.00694
7 1 1.00000 27 0 0.00207
8 0 0.00291 28 0 0.00210
9 0 0.00254 29 0 0.00329
10 b § 1.00000 30 0 0.00204
11 0 0.00371 1 1 1.00000
12 1 0.98428 32 1l 1.00000
13 0 0.00199 33 1 1.00000
14 1 0.99999 34 1 1.00000
15 o 0.00218 35 1 0.99999
16 1 1.00000 36 1 1.00000
17 1 1.00000 37 1 0.99997
18 0 0.00374 38 1 0.99842
19 1 1.00000 39 1 1.00000
20 1 0.99809 40 1 1,00000
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Table (8.6) Neural Network outputs for schizophrenic patients and their normal
control subjects. Number of units in the hidden layer 50 and 40.

Training Test
Network |Subject|Desired|Network jSubject|Desired|Network
Structure [Number | Value | Output [Number | Value | Output
17-50-1 1 0 0.00191 21 o] 0.00097
2 0 0.00149 22 0 0.00000
3 1l 1.00000 23 0 1.00000
4 o] 0.00354 24 0 0.00000
5 1l 1.00000 25 o] 0.35165
6 o 0.02775 26 0 0.01580
7 1 1.00000 27 (o] 0.00001
8 0 0.00184 28 (o] 0.00001
9 o] 0.00072 29 o] 0.00858
10 1 0.99997 30 0 0.00000
11 o] 0.00180 3l 1 1.00000
12 1 0.97361 32 1 1.00000
13 o] 0.00000 33 1 1.00000
14 1 0.99985 k) 1 1.00000
15 o] 0.00007 3s 1 0.99998
16 1 1.00000 3s 1 1.00000
17 b 1.00000 7 1 0.99994
18 0 0.01163 38 1 0.98862
19 1 1.00000 39 1 1.00000
20 1 0.99050 40 1 1.00000
17-40-1 1 0 0.00197 21 o] 0.00136
2 0 0.00169 22 0 0.00001
3 1 1.00000 23 o] 1.00000
4 0 0.00369 24 o] 0.00000
5 1 1.00000 25 0 0.35503
6 0 0.02903 26 0 0.01541
7 1 1.00000 27 o] 0.00001
8 o 0.00154 28 (o] 0.00002
9 0 0.00064 29 0 0.00939
10 1. 0.99997 30 0 0.00000
11 0 0.00237 Jl 1 1.00000
12 1 0.97303 32 1 1.00000
13 (o] 0.00000 33 1 1.00000
14 b 0.99982 34 1 1.00000
15 0 0.00009 3s 1 0.99998
16 1 1.00000 36 1 1.00000
17 1 1.00000 kb 1 0.99994
18 o] 0.0l1188 38 b 0.98874
19 1 1.00000 39 1 1.00000
20 1 0.99087 40 1 1.00000
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Table (8.7) Neural Network outputs for Parkinson's Disease patients and
their normal control subjects. Number of units in the hidden layers 40

and 60.
Training Test

Network Subject |Desired [Network jSubject|Desired|Network
Structure |Number | Value [Output Number | Value | Output
17-40-1 1 0 0.01831 17 0 0.00073
2 0 0.05613 18 0 0.00131

3 1 0.99984 19 0 0.00162

4 0 0.00016 20 0 0.35689

-3 1 0.96716 21 0 0.00000

6 0 0.00000 22 0 0.00000

7 0 0.04357 23 (o) 0.25433

8 1 0.99950 24 0 0.04962

9 0 0.01580 25 1 1.00000

10 1 1.00000 26 1l 1.00000

11 ) 0.00010 27 1 0.99919

12 1 0.97249 28 1 0.99999

13 1 0.97540 29 1 1.00000

14 0 0.00016 30 1 1.00000

15 1 0.97204 k) 1 0.09948

16 1 1.00000 32 1 1.00000

17-60-1 1 0 0.07926 17 o 0.05851
2 0 0.61806 18 0 0.27015

3 1 0.99962 19 0 0.08742

4 0 0.17059 20 0 0.61578

5 1 0.96600 21 0 0.00001

6 o] 0.00018 22 0 0.00041

? 0 0.47536 23 o 0.65008

8 1 0.99673 24 0 0.02517

9 o 0.53862 24 1 1.00000

10 1 1.00000 26 b 0.99999
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