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Abstract
We investigate the existence of black hole solutions of four dimensional $\mathfrak{su}(N)$
EYM theory with a negative cosmological constant. Our analysis differs from previous
works in that we generalise the field equations to certain non-spherically symmetric space-
times. The work can be divided into two sections. In the first half, we use theorems of
Wang's to derive a new $\mathfrak{su}(N)$-invariant one-form connection which is appropriate for cer-
tain non-spherically symmetric spacetimes; this will serve as the new ansatz for our gauge
potential. The second half is devoted to proving the existence of non-trivial solutions to
the field equations for any integer $N$, with $N - 1$ gauge degrees of freedom. Specifically,
we prove existence in two separate regimes: for fixed values of the initial parameters and
as $|\Lambda| \to \infty$; and for any $\Lambda < 0$, in some neighbourhood of existing trivial solutions. In
both cases we can prove the existence of 'nodeless' solutions, i.e. such that all gauge field
functions have no zeroes; this fact is of interest as we anticipate that some of them may
be stable.
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1 Introduction

Until relatively recently, the question of classifying black holes seemed resolved, with
Birkhoff's theorem [10] and uniqueness theorems of Israel's for Schwarzschild [25] and
Reissner-Nordstrom [26] black holes. This lead to Wheeler's so-called 'no-hair' conjecture [43], which placed limits of the kinds of black holes one could expect in spherically
symmetric space (and specifically the very small number of parameters which must en-
tirely specify the solution). However, in the 1980s and since, more and more examples
have been found which show that the conjecture is violated in the strictest terms, begin-
ning with the discovery of black hole and soliton solutions in 4D flat spacetime; in the
case of scalar hair by Bekenstein and others (e.g. [7,8,15]), and for $\mathfrak{su}(2)$ hair by Bizon,
Bartnik, McKinnon and others (e.g. [2][12][33][52]). Since then, many other directions of research in this area have been pursued (see for instance [54] for a review.)

Introducing a non-zero cosmological constant is known to yield very interesting results, due to the differing geometry it bestows upon the manifold. In asymptotically flat space, soliton and black hole solutions of $su(2)$ EYM theory are known to exist only at discrete points in the parameter space. All such solutions will have a gauge field function $\omega$ with at least one zero, the number of unstable modes of the solution being directly proportional to the number of zeroes of $\omega$ ($2k$ unstable modes for $k$ zeroes. [34][40][51]). However, for anti-de Sitter (adS) space (i.e. a negative cosmological constant), it changes completely; we get solutions existing in continuous ranges of the parameters governing the dynamic variables [13][14][19][50], and at least some of them possess gauge fields with no zeroes (so-called ‘nodeless’ solutions). It can be shown that some of the solutions with non-zero gauge fields everywhere are stable under linear perturbations [1][13][14][47][50][55], provided that $|\Lambda|$ is large enough. (We shall leave the question of $\Lambda > 0$ entirely, except to say that for a comprehensive classification of constructed asymptotically de Sitter spacetimes, see [18].)

Recent research has expanded upon this, and the existence has been established of asymptotically anti-de Sitter soliton and black hole solutions to 4D $su(N)$ EYM equations [3][4][57]. Purely magnetic solutions have been found which are described by $N - 1$ gauge field functions $\omega_j$ ($j = 1, ..., N - 1$). The most recent results we have [6] show that there exist genuinely non-trivial solutions for any $N$ where the gauge field functions have no zeroes, and that for $|\Lambda|$ sufficiently large, at least some of these are stable [4][5]. These hairy black holes in adS, despite being indistinguishable from Reissner-Nördstrom black holes asymptotically, therefore require an extra $N - 1$ parameters to describe them, and this number is obviously unbounded (though still countable) as $N \rightarrow \infty$. For more detail, see the recent work [48], in which there do seem to be global charges characterising at least some of the stable $su(N)$ solutions.

Some work from van der Bij and Radu [9] (among others) has suggested a whole new direction in which to take these ‘hairy’ black holes. Their work is on topological black holes – that is, black holes that possess isometries other than the usual requirement of spherical symmetry. This will be expanded upon later, but briefly, the requirement is no longer that the metric and gauge potential are spherically symmetric (i.e. endow the manifold with gauge fields that are invariant under an action of $SU(2)$ by principal bundle automorphisms); it is relaxed to encompass other isometry groups such that the Lie group of isometries is the structure group of one of the three surfaces of constant curvature – i.e., the sphere, the plane, or a hyperbolic surface (with the possibilities of event horizons of non-zero genus). Several authors have also considered various other cases of topological black holes, including those set in higher dimensions and with event horizons of genus $g \geq 1$ (e.g. [11][20][21][35][37][39][44][50]).

This work [9] yielded interesting results for $su(2)$: the authors found topological black hole solutions numerically; noted that the Yang-Mills field equation could be cast in a form in which it was obvious that all solutions would be nodeless; and demonstrated their stability under linear spherically symmetric perturbations for $|\Lambda|$ sufficiently large. It is the aim of this paper to build on their successes (though using largely different methods) by generalising their results to $su(N)$; and thus to prove

1. that, for $|\Lambda| \rightarrow \infty$, solutions exist for arbitrary values of the initial parameters of the field variables at the event horizon which are regular everywhere and which are analytic in their parameters, and

2. that genuine (i.e. non-trivial) solutions to the 4D $su(N)$ EYM field equations with a negative cosmological constant can be found in a neighbourhood of known (trivial) solutions and, for $k \neq 1$, these solutions will be nodeless i.e. will possess gauge field functions with no zeroes.

The results for $k = 1$ (which correspond to spherical symmetry) have been adequately explored in [6], and so will largely be ignored except as comparison to the new results we
obtain for \( k \neq 1 \). Also, we note that here we use a time-honoured ‘shooting’ method to verify the existence of solutions, though this is not the only method: recent work by Nolan and Winstanley [44] uses an argument involving Banach spaces to prove the existence of dyons and dyonic black holes in spherically symmetric \( \mathfrak{su}(2) \) theory.

The outline of this paper is as follows. First, we present the ansätze, field equations and boundary conditions for 4D \( \mathfrak{su}(N) \) EYM theory with a negative cosmological constant. We use the work of Wang [55] and Kunzle [31] to derive a new, more general \( \mathfrak{su}(N) \)-invariant gauge potential which applies to the topologies we are interested in. Some trivial solutions to the field equations are found, including Reissner-Nordstrom-type and embedded \( \mathfrak{su}(2) \) solutions, both of which are vital to the final existence argument.

Next we prove a series of propositions: we demonstrate that solutions exist locally near the singular points of the field equations (that is, \( r = r_h \) and \( r \to \infty \)); and that solutions which are regular in some small interval within \( r_h < r < \infty \) can continue to be integrated outwards to the asymptotic regime provided the metric function \( \mu > 0 \). We note that such solutions will be analytic in their initial values at the event horizon. We then use these propositions to prove a theorem which states that topological \( \mathfrak{su}(N) \) solutions will always exist in open sets, and that solutions in a sufficiently small neighbourhood of each other will possess the same number of gauge field zeroes.

Finally we establish our two main results: that non-trivial solutions to these field equations exist both for fixed values of the boundary conditions \( \omega_{j,h} \) and for \( |\Lambda| \to \infty \), and also in some small neighbourhood of Reissner-Nordstrom-type solutions for any fixed \( \Lambda < 0 \). The conclusions are presented at the end along with an indication of future directions this work may take.

2.2D spaces of constant curvature

In this section we give a brief review of the three different topological cases of 2-dimensional spaces of constant Gaussian curvature \( K \) (i.e. spherical, planar and hyperboloidal), including a discussion of the metrics and the Lie groups which describe the symmetries of the spaces.

2.1 Metrics and isometry groups: 3 different cases

We begin with a manifold \( M \) endowed with a metric, possessing some symmetries of its own; and wish to endow it with fields possessing some other symmetry group \( G \). We can consider it as a principal fibre bundle, i.e. with base space \( M \) and \( G \)-valued fibres; and endow that bundle with a connection which possesses the property that it is invariant under any isometric action (automorphism) performed on it. In the case of spherical symmetry, such an action would be a rotation around a general axis. It can be noted that each such action can be mapped to the (continuous) rotation group \( U(1) \) – as such, this is associated with the \( \mathfrak{u}(1) \) subalgebra. In the case of a sphere, the collection of all these actions form orbit surfaces which in the trivial case are clearly spheres \( S^2 \), which regularly foliate the 4-manifold. The whole group of isometries is isomorphic to \( SU(2) \).

In the case of a general space of constant curvature, we find that the \( U(1) \) subgroup is still present in \( LG(2) \) (the general name we are giving to the Lie group of isometries of the 2D constant-curvature manifold in question), and since the collection of all possible actions of \( LG(2) \) regularly foliates the 4-manifold in question, then the isometries are classified by all possible actions of \( LG(2) \) on a principal \( G \)-bundle. In order to generalise the above statements, and the arguments that follow it in the original paper by Kunzle [31], to \( k \neq 1 \), we will need appropriate replacements for the subspace \( S^2 \) and the Lie group of isometries \( SU(2) \). Then we will have a way forward when it comes to constructing the gauge potential, in order to give the gauge fields the correct symmetry. Hence, in what shortly follows we shall briefly explain what we mean by surfaces of constant curvature,
categorising them by the sign of the Gaussian curvature, and showing the appropriate topology and Lie algebra we use in each case.

2.1.1 $k = 1$: The sphere

As is well known, the metric for the sphere of unit radius is given by

\[ d\Omega^2 = d\theta^2 + \sin^2 \theta d\phi^2. \]

(1)

The symmetry group is also well known, as the Lie group \( SU(2) \), with the associated Lie algebra \( su(2) \). The most common representation of this algebra is to use the well-known Pauli matrices, i.e.:

\[
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},
\]

(2)

to obtain the three generators. It should be noted that the Lie group \( SU(2) \) forms a double cover of the Lie group \( SO(3) \); thus, the three generators of the algebra \( su(2) \) can be mapped to the three (infinitesimal) basis vectors for ordinary 3-dimensional Euclidean spatial rotations. If we let

\[ K_j = -\frac{i\sigma_j}{2} \]

with \( j \in \{1, 2, 3\} \), then the \( K_j \) obey the following commutation relations:

\[ [K_1, K_2] = K_3 \quad [K_2, K_3] = K_1 \quad [K_3, K_1] = K_2. \]

(4)

As well as using the Pauli matrices as a basis, we can use the following definitions of infinitesimal differential operators to satisfy the commutators (4):

\[
K_1 \mapsto \frac{\partial}{\partial \alpha} = z \frac{\partial}{\partial y} - y \frac{\partial}{\partial z}, \\
K_2 \mapsto \frac{\partial}{\partial \beta} = x \frac{\partial}{\partial z} - z \frac{\partial}{\partial x}, \\
K_3 \mapsto \frac{\partial}{\partial \phi} = y \frac{\partial}{\partial x} - x \frac{\partial}{\partial y},
\]

(5)

where \( \partial/\partial \alpha \), \( \partial/\partial \beta \) and \( \partial/\partial \phi \) can be mapped to ordinary \( SO(3) \) rotations about the \( x \), \( y \) and \( z \) axes.

2.1.2 $k = 0$: The plane

The metric for a 2D plane can be given as the following:

\[ d\Omega^2_0 = d\theta^2 + \theta^2 d\phi^2. \]

(6)

The isometry group for the 2D plane is just the ordinary 2D Euclidean Lie group \( E(2) \), with associated Lie algebra \( \mathfrak{e}(2) \). The Lie group \( E(2) \) has three generators: two spatial translations and one rotation. The basis for this is most helpfully taken as infinitesimal translations in the \( x \) and the \( y \) directions, which for later convenience we call \( K_1 \) and \( K_2 \); and the rotation in the \( xy \) plane, for which we use the name \( K_3 \). The commutation relations for \( \mathfrak{e}(2) \) are then:

\[ [K_1, K_2] = 0, \quad [K_2, K_3] = K_1, \quad [K_3, K_1] = K_2. \]

(7)

\footnote{Henceforth Lie groups will be denoted by Latin script, and their associated algebras by Germanic script.}
Unfortunately, the isometries of $\mathbb{R}^2$ cannot be given explicitly in terms of matrices under multiplication – the closest we can get is the set of transforms

$$
\begin{align*}
(x, y) &\mapsto (x + a, y) \\
(x, y) &\mapsto (x, y + b) \\
(x, y) &\mapsto R_\theta \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} \sin \theta & \cos \theta \\ -\cos \theta & -\sin \theta \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix}
\end{align*}
$$

(8)

for a translation in the plane by the vector

$$
\begin{pmatrix} a \\ b \end{pmatrix}
$$

(9)

and a rotation by an angle $\theta$. So the best representation for this algebra can be given in terms of the following correspondence to differential operators:

$$
\begin{align*}
K_1 &\mapsto \frac{\partial}{\partial x}, \\
K_2 &\mapsto \frac{\partial}{\partial y}, \\
K_3 &\mapsto \frac{\partial}{\partial \phi} = y \frac{\partial}{\partial x} - x \frac{\partial}{\partial y}
\end{align*}
$$

(10)

These are just the ordinary killing vectors for 2-dimensional Euclidean space.

### 2.1.3 $k = -1$: The hyperboloid

The analogous negatively curved space is endowed with the metric

$$
d\Omega^2_{-1} = d\theta^2 + \sinh^2 \theta d\phi^2,
$$

(11)

where $d\Omega^2_{-1}$ is regarded as the metric on the sphere of unit imaginary radius, i.e. the unit hyperboloid. The symmetry group on the space can be shown to be the Lie group $SU(1, 1)$, associated with the Lie algebra $\mathfrak{su}(1, 1)$. The Lie algebra $\mathfrak{su}(1, 1)$ again has 3 infinitesimal generators which we call $K_j$ for $j \in \{1, 2, 3\}$; and can be cast in the form where they have the following commutation relations (see e.g. [1, 16]):

$$
$$

(12)

A representation for this can be given in terms of the following matrices:

$$
\begin{align*}
K_1 &\mapsto -\frac{i}{2} \begin{pmatrix} 0 & -i \\ -i & 0 \end{pmatrix}, \\
K_2 &\mapsto -\frac{i}{2} \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \\
K_3 &\mapsto -\frac{i}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\end{align*}
$$

(13)

Note that $K_3$ is identical to the definition of $K_3$ for the spherical case – this is no coincidence and will be discussed below.
2.2 Topological considerations

In all 3 cases, giving the appropriate symmetry (SU(2), E(2) or SU(1,1)) to the 4D manifold requires that they be considered regularly foliated by 2D surfaces of constant curvature (which we shall call $\Sigma_k^2$) that are appropriate to the case in question, endowing them with the topology $\mathbb{R}^2 \times \Sigma_k^2$.

In the case of the sphere (for $k = 1$), it is clear that $\Sigma_1^2 = S^2$, and it can be shown that $S^2 \simeq SU(2)/U(1)$. SU(2) as a manifold is topologically the 3-sphere $S^3$, and the quotient is taken using $U(1)$ (which is the circle $S^1$). To form this quotient we can use the fact that the Abelian subgroup of diagonal matrices is isomorphic to the circle group $U(1)$, so we let the generator $K_3 = (-i/2)\sigma_3$ span the $\mathfrak{u}(1)$ subalgebra – the reason for this identification is to simplify the later derivation of the gauge potential.

In the case of the flat plane $\Sigma_0^2 = \mathbb{R}^2$ (for $k = 0$), the quotient works slightly differently: since $\mathbb{R}^2$ is a normal subgroup of $E(2)$ but $O(2)$ is not, we find that $O(2) \simeq E(2)/\mathbb{R}^2$ (through the usual map that associates to an affine transformation a linear transformation of the tangent vector space associated to the affine space). Again though, $U(1) \leq O(2) \leq E(2)$, and we let the generator $K_3$ (in this case, the rotation generator) span the $\mathfrak{u}(1)$ subalgebra. With this identification the remaining two generators (the translations) span the $\mathbb{R}^2$ plane. Using the geometrical construction given above, it can be seen how this continues over from the spherical case, with the $z$-axis rotation generator being $K_3$ in both cases. One can even consider the above spherical case, and simply let the radius of the sphere go to infinity; in that case, the rotation about the $x$- and $y$-axes become the $y$ and $x$ translation generators respectively and the rotation generator stays as it is.

For the hyperbolic space $H^2 \equiv \Sigma_2^1$, and $H^2 \simeq SU(1,1)/U(1)$. Thus, although it is harder to visualise, we have essentially a similar situation as for $k = 1$: one of the generators ($K_3$) is of an ordinary rotation type, and it is this generator that we use to span the subalgebra $\mathfrak{u}(1)$ in the quotient. The other two generators will be hyperbolic rotations on the space $\Sigma_2^1$.

2.3 The general case

It can be seen from the previous subsection that we could express this information in a much simpler way, exploiting the three values we have chosen for $k$. Examining (11), the metric in all the above cases can be expressed as

$$d\Omega_k^2 = d\theta^2 + f_k^2(\theta)d\phi^2$$

where

$$f_k(\theta) = \begin{cases} \sin \theta & \text{for } k = 1 \\ \theta & \text{for } k = 0 \\ \sinh \theta & \text{for } k = -1 \end{cases}$$

Examining (11), we can also express the commutation relations of the three Lie algebras in the following succinct way:

$$[K_1, K_2] = kK_3 \quad [K_2, K_3] = K_1 \quad [K_3, K_1] = K_2$$

with the algebra (which we call $\mathfrak{g}(2)$ in general) being $\mathfrak{su}(2)$ for $k = 1$, $\mathfrak{e}(2)$ for $k = 0$ and $\mathfrak{su}(1,1)$ for $k = -1$; and where the three generators of the group are the three $K_j$s.

It can be noted that in each of the three cases above, $K_3$ in particular takes a similar form: it has an identical representation each time in the form of differential operators, and thus represents in each case a rotation which can easily be arranged about the same axis (essentially $z$). The significance of this in later sections is linked to the presence of the factor of $k$ which accompanies the $K_3$ generator above.
Finally, we can also give the topology of the foliated hypersurfaces $\Sigma_k^2$ as

$$\Sigma_k^2 \simeq LG(2)/U(1)$$

for $k = \pm 1$ and

$$O(2) \simeq E(2)/\Sigma_k^2$$

for $k = 0$; and the topology of the 4D manifolds themselves as

$$\mathbb{R}^2 \times \Sigma_k^2,$$

where $LG(2)$ is the Lie group in question, and where it is understood that the generator $K_3$ (as noted above) plays a privileged role in forming this quotient.

These facts, and equations (14, 16) will be useful when later we derive the gauge potential using a proof analogous to that of Künzle [31], and when we derive the field equations themselves.

3 Topologically non-trivial $\mathfrak{su}(N)$ Einstein-Yang-Mills theory

In this section we give the general mathematical background we shall need to describe and model topological black holes. The discussion proper will begin with a detailed outline of our metric and gauge potential ansätze. This will include a full derivation of the gauge potential in this case, since this is a fairly technical procedure. These ansätze will then be used to derive the field equations and boundary conditions for the topological black hole solutions. Finally, we describe some trivial embedded solutions of the theory (in analogy with [6]).

3.1 Ansätze

The action used for the four-dimensional $\mathfrak{su}(N)$ EYM theory with a negative cosmological constant is

$$S_{EYM} = \frac{1}{2} \int d^4x \sqrt{-g} \left[ R - 2\Lambda - \text{Tr} F_{\mu\nu} F^{\mu\nu} \right],$$

where $R$ is the Ricci scalar of the geometry and $\Lambda$ is the cosmological constant. Throughout the paper the metric has signature ($-\,+,\,+\,,$) and we use units in which $4\pi G = 1 = c$.

In this paper we are interested in static, topological black hole solutions of the field equations (21), specifically for spaces regularly foliated by 2D (spacelike) hypersurfaces of constant and unit- or zero-magnitude Gaussian curvature $k$, and hence (following the last section) we write the metric in standard Schwarzschild co-ordinates as

$$ds^2 = -\mu S^2 dt^2 + \mu^{-1} dr^2 + r^2 d\theta^2 + r^2 f_k^2(\theta) d\phi^2,$$
where \( \mu \) and \( S \) depend on \( r \) alone. For convenience, we may take

\[
\mu(r) = k - \frac{2m(r)}{r} - \frac{\Lambda r^2}{3}.
\]

(24)

Note the presence of our modified Gaussian curvature constant \( k \). We emphasise again that in our case, \( \Lambda < 0 \); and that the \( k = 1 \) case has been thoroughly investigated in our previous work \( [6] \), and so will be passed over more quickly and mainly used for comparison to the other cases.

The most general gauge potential we used in the spherically symmetric case was \( [31] \):

\[
A = A dt + B dr + \frac{1}{2} (C - \bar{C}^H) d\theta - \frac{i}{2} (C + \bar{C}^H) \sin \theta + D \cos \theta d\phi,
\]

(25)

where \( A, B, C \) and \( D \) are all \((N \times N)\) matrices and \( \bar{C}^H \) is the Hermitian conjugate of \( C \); the matrices \( A \) and \( B \) are purely imaginary, diagonal and traceless and depend only on \( r \); the matrix \( C \) (which also depends solely on \( r \)) is upper-triangular, with non-zero entries only immediately above the diagonal, i.e.:

\[
C_{j,j+1} = \omega_j(r) e^{i\gamma_j(r)}
\]

(26)

for \( j = 1, ..., N - 1 \); and \( D \) is the constant matrix

\[
D = \text{Diag}(N-1, N-3, ..., -N+3, -N+1).
\]

(27)

However in the cases \( k = 0, -1 \) we must alter \( [25] \) slightly to take into account the different geometry. The new gauge potential becomes

\[
A = A dt + B dr + \frac{1}{2} (C - \bar{C}^H) d\theta - \frac{i}{2} \left[ (C + \bar{C}^H) f_k(\theta) + D \frac{df_k(\theta)}{d\theta} \right] d\phi,
\]

(28)

with the same definitions for the matrices as above, and including \( f_k(\theta) \) (from \( [15] \)) and its first derivative. We shall now demonstrate that this is an appropriate choice of potential, given the symmetry considerations, by using an argument analogous to one due to Künzle in \( [31] \).

### 3.2 Deriving the ansatz for the gauge potential

The gauge potential for any system is never unique (see e.g. \( [31] \)). By definition it is invariant under the action of some group, so it always has freedom under transformations within that group (automorphisms); therefore it is merely a case of finding one invariant under actions of the requisite symmetry group that fulfills the appropriate gauge constraints – we shall show that \( [28] \) is such a potential. The procedure to find all such irreducible representations can be found in \( [24] \). Following on from section \( [2] \) we now present the derivation of the gauge potential in the case of general \( k \). The similarity in the derivations for the three values of \( k \) is such that we can talk very generally about the Lie groups/algebras we are using, as long as we are using one of the three we have specified; so we shall talk about the Lie algebra \( \mathfrak{g}(2) \), realising that this will either mean \( \mathfrak{su}(2) \), \( \mathfrak{e}(2) \) or \( \mathfrak{su}(1,1) \) as appropriate.

What we wish to do is find the possible \( LG(2) \)-invariant connections on an \( SU(N) \) principal bundle \( P \) over our spacetime manifold \( M \); i.e. find a gauge potential that is invariant under an action of \( LG(2) \) by principal bundle automorphisms. According to Wang’s theorem \( [55] \) (see also \( [30] \)), the \( LG(2) \)-invariant connections on \( P \) are in one-to-one correspondence with the linear maps \( \mathfrak{g}(2) \rightarrow \mathfrak{su}(N) \) satisfying \( II(X) = \lambda'(X) \) for \( X \in \mathfrak{u}(1) \), \( \lambda \) being the homomorphism

\[
\lambda : U(1) \rightarrow SU(N)
\]

(29)
and $\lambda'$ the induced map of the Lie algebras. Also, we have

$$II \circ ad_z = ad_{\lambda(z)} \circ II \quad \forall z \in U(1).$$

(30)

Now, because $SU(2)$ and $SU(1,1)$ have nice succinct matrix representations, but $E(2)$ does not, that means that we have to treat the cases for $k = \pm 1$ very slightly differently to the case $k = 0$, but the differences are largely technical. In practice, all it really means is that we keep track of which representation we are using and exactly what is meant by ‘commutator brackets’ when they appear – whether they represent the obvious matrix commutator, or are the more abstract commutator relationships possessed by any Lie algebra.

Following [31], let $K_l$ ($l \in \{1, 2, 3\}$), defined in terms of the general generators referred to in (16), be a basis for $\mathfrak{su}(2)$ (i.e., for $k = 1$ let $K_1 = -(i/2)\sigma_1$; for $k = -1$ let them be the matrices in (13); and for $k = 0$ let them be the more abstract differential operators (10)). In particular, let the rotation generator $K_3$ in each case span the $u(1)$ subalgebra. Note that this associates $K_3$ with the matrix

$$-\frac{i}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$

(31)

for the cases of $k = \pm 1$, and for the case of $k = 0$, with the differential operator stated in (10)

$$y \frac{\partial}{\partial x} - x \frac{\partial}{\partial y}.$$  

(32)

Now we need a map embedding $U(1)$ isomorphically in $LG(2)$. As was stated in [31], the map

$$z \mapsto \begin{pmatrix} z & 0 \\ 0 & z^{-1} \end{pmatrix}$$

(33)

embeds $U(1)$ isomorphically in $SU(2)$. Hence, the homomorphisms described by [20] are explicitly given as $\lambda(z) = \text{diag}(z^q_1, \ldots, z^q_N)$ (for sets of $N$ integers $q_i$ such that $\sum_i^N q_i = 0$, conjugate homomorphisms being described by different orderings of the $q_i$s); and the induced map of Lie algebras is given as $\lambda'_q = -(i/2)D_{q_i}$ where

$$D_{q_i} = \text{diag}(q_1, q_2, \ldots, q_N).$$

(34)

Obviously we now need to produce analogous maps for $k \neq 1$.

The reason it works in the $k = 1$ case is that we can express a general element of $SU(2)$ as the matrix

$$A = \begin{pmatrix} a & b \\ -b^* & a^* \end{pmatrix},$$

(35)

for some choice of $a, b \in \mathbb{C}$ for which $\det A = |a|^2 + |b|^2 = 1$; and then if we let $a = e^{i\theta} = z$ and $b = 0$, we find that the matrix specified in (33) is indeed in $SU(2)$, and it reduces infinitesimally to the rotation generator $K_3$. It is for a similar reason that the same map (33) can also be used in the case $k = -1$, since a general element of $SU(1,1)$ can be expressed as

$$B = \begin{pmatrix} a & b \\ b^* & a^* \end{pmatrix},$$

(36)

for some choice of $a, b \in \mathbb{C}$ for which $\det B = |a|^2 - |b|^2 = 1$; and then if we again let $a = e^{i\theta} = z$ and $b = 0$, we find that the matrix specified in (33) is also in $SU(1,1)$, and again it reduces infinitesimally to $K_3$.

For $k = 0$, it is slightly different, since we are working with $K_3$ as a differential operator. However we are still identifying $K_3$ with the rotation generator of the space. So, given that $z \in U(1)$, we instead simply use the map

$$z \mapsto R_\theta,$$

(37)
where $R_\theta$ refers to the rotation generator of $E(2)$ (expressed explicitly in (33)). This is a map that embeds $U(1)$ isomorphically in $E(2)$, so that once again $\lambda(z) = \text{diag}(z^{q_1}, \ldots, z^{q_n})$ and $\lambda'_q = -(i/2)D_{q_i}$ as in (33). We note that infinitesimally, $R_\theta$ can be expressed as the differential operator (10), which we associate again with the generator $K_3$, since it obeys the correct commutation laws (7).

Defining $\Pi_q \equiv \Pi(K_q)$, then $\Pi_3 = -(i/2)D_{q_i}$ and infinitesimally (i.e. where $ad_z : z \mapsto [z, \ ]$) (30) becomes

$$\Pi([K_3, K_i]) = -(i/2)[D_{q_i}, \Pi_i] \quad (38)$$

where in the second step we have let $z \mapsto K_3$ since this generator is spanning the $u(1)$ subalgebra, and hence we replace the map $\lambda$ with the induced map $\lambda'$; and where the square bracketed expression on the right hand sides (but not the left) are the ordinary matrix commutators. Using the commutation relations (16), we find that

$$\Pi_1 = (i/2)[D_{q_i}, \Pi_2], \quad \Pi_2 = -(i/2)[D_{q_i}, \Pi_1]. \quad (39)$$

Substituting the second of those expressions into the first gives us

$$\Pi_1 = (1/4)[D_{q_i}, [D_{q_i}, \Pi_i]], \quad (40)$$

from which it is easy to see that $((q_i - q_j)^2 - 4)\Pi_{i,j} = 0$. Given this, and since the $\Pi$ are traceless and anti-Hermitian (and assuming that $q_i \geq q_j$ for $i < j$), we can deduce that

$$\Pi_1 = \frac{1}{2}(C - C^H), \quad \Pi_2 = -\frac{1}{2}(C + C^H), \quad (41)$$

where $C$ is (as previously described) an upper triangular complex $N \times N$ matrix with Hermitian conjugate $C^H$ and where $C_{ij} \neq 0$ iff

$$q_i = q_j + 2. \quad (42)$$

According to the second part of Wang’s theorem, the curvature 2-form of this invariant connection on the two-dimensional subspace is given by

$$\langle \tilde{X} \wedge \tilde{Y}/\Omega \rangle = [\Pi(X), \Pi(Y)] - \Pi([X, Y]) \quad (43)$$

where $X, Y \in SU(N)$, and $\tilde{X}$ and $\tilde{Y}$ are the corresponding generators of $P$ – since $\Omega = d\tilde{A} + \tilde{A} \wedge \tilde{A}$ here refers purely to the angular part of the gauge potential 1-form $\tilde{A}$, then $\langle \tilde{X} \wedge \tilde{Y}/\Omega \rangle$ represents the curvature 2-form on the bundle itself restricted to the angular part. Therefore, we find

$$\langle \tilde{K}_1 \wedge \tilde{K}_2/\Omega \rangle = [\Pi_1, \Pi_2] - \Pi([K_1, K_2]). \quad (44)$$

Substituting in the forms for $\Pi_1$ and $\Pi_2$ given in (11), and noting from (16) that (since $\Pi$ is a linear map)

$$\Pi([K_1, K_2]) = -(i/2)kD_{q_i} \quad (45)$$

we find that the curvature is given as

$$\tilde{F} \equiv \langle \tilde{K}_1 \wedge \tilde{K}_2/\Omega \rangle = -(i/2)([C, C^H] - kD) \quad (46)$$

with other components vanishing.

However, since the curvature is a tensorial form it must be the pullback of a scalar multiple of the area element of the 2-space we are working with (sphere, plane or hyperboloid), which we have already described metrically using the function $f_k(\theta)$. That is, the

---

2 Once again we must note a minor technicality, due to the differing values of $k$ which necessitates a slightly different treatment of the map embedding $U(1)$ in $SU(2)$. For $k = \pm 1$, the square brackets on the left of (33), i.e. the abstract commutator relations, become the ordinary matrix commutator in the case that the representation used is the matrix representation given in terms of either the Pauli matrices (for $k = 1$) or the matrices shown in (33) (for $k = -1$). For $k = 0$ however, the square brackets refer to the more abstract commutator, as defined in (7), acting on the differential expressions (10).
angular component of the full 4D curvature must be of the form \( \tilde{F} f_k(\theta) d\theta \wedge d\phi \) (in the \((\theta, \phi)\) co-ordinate system appropriate to the space in question.) This gives us the equation

\[
d\tilde{A} + \frac{1}{2} [\tilde{A}, \tilde{A}] = \tilde{F} f_k(\theta) d\theta \wedge d\phi. \tag{47}
\]

Now we are ready to construct the angular part of the connection, i.e. the local potential \( \tilde{A} = A_\theta d\theta + A_\phi d\phi \), an \( \mathfrak{su}(N) \) valued one-form on the two dimensional subspace. We can easily check that (47) is satisfied by the potential

\[
A_\theta = \frac{1}{2} (C - CH), \quad A_\phi = -\frac{i}{2} \left[ (C + CH) f_k(\theta) + D \frac{d f_k}{d\theta} \right]. \tag{48}
\]

A helpful relation in showing this is

\[
\frac{d^2 f_k(\theta)}{d\theta^2} = -k f_k(\theta) \quad \forall k \in \{-1, 0, 1\}; \tag{49}
\]

note that the presence of the \( \frac{d f_k}{d\theta} \) term is due to the fact that the curvature must be the pullback of a tensorial form and hence we end up with a logarithmic derivative, evident when we take the \( f_k(\theta) \) out of the square brackets in \( A_\phi \).

Finally, we augment the potential with \( t \) and \( r \) components, which we may do easily due to the product topology of the whole 4-manifold (19), such that

\[
A_t \equiv A dt, \quad A_r \equiv B dr, \tag{50}
\]

where the forms of \( A \) and \( B \) are given in the next subsection.

Hence we have confirmed our ansatz for the gauge potential (28). As we noted, the gauge potential is never unique since there are degrees of freedom left over in the structure equations – there are many other possible forms, including Witten's [59] – but it is enough that we have found a manifestly \( SU(N) \) invariant gauge potential that satisfies the structural constraint (47). Another approach that can be taken is to use the symmetry equations for the Lie algebra in question, as in [23].

3.3 Deriving the field equations

We now outline a way of constructing an irreducible representation of \( \mathfrak{su}(N) \) [31] with reference to the previously derived gauge potential [28].

We first consider \( A \) and \( B \) to be general imaginary diagonal and traceless matrices which can be written in the form

\[
(A)_{jj} = \frac{i}{2} \alpha_j(r), \quad (B)_{jj} = \frac{i}{2} \beta_j(r) \tag{51}
\]

for real functions \( \alpha_j(r), \beta_j(r) \).

We also recall that the form of the diagonal matrix \( D \) is specified uniquely, given the equation (27), i.e.

\[
(D)_{jj} = N + 1 - 2j. \tag{52}
\]

The form of the matrices \( C \) (and hence \( CH \)) were also determined in the previous section (26, 27). Now, we can simplify the field equations considerably:

1. For purely magnetic solutions, we must set \( \alpha_j = 0 \) (as opposed to the cases where dyons are considered – see for instance [13, 14, 141, 143]).
2. Due to gauge freedom, we may set \( \beta_j = 0 \) as well.
3. Finally, one of the Yang-Mills equations has the immediate solution \( \gamma_j = 0 \).
The last item also gives us a final form for $C$ — the only non-zero elements, indexed by $(j, j+1)$, are

$$
(C)_{j,j+1} = \omega_j. \tag{53}
$$

The details of this derivation are given in $[31, 32]$. The Yang-Mills equations with a cosmological constant thus take the form:

$$
r^2 \mu \omega_j'' + \left(2m - 2r^3 p_{\theta,k} - \frac{2A r^3}{3}\right) \omega_j' + W_{k,j} \omega_j = 0 \tag{54}
$$

where

$$
p_{\theta,k} = \frac{1}{4r^4} \sum_{j=1}^{N} \left[ (\omega_j^2 - \omega_{j-1}^2 - k(N + 1 - 2j))^2 \right], \tag{55}
$$

$$
W_{k,j} = k - \omega_j^2 + \frac{1}{2} (\omega_{j-1}^2 + \omega_{j+1}^2),
$$

and the Einstein equations take the form

$$
m' = \mu G + r^2 p_{\theta,k} \tag{56}
$$

and

$$
\Delta' = \frac{S'}{S} = \frac{2G}{r} \tag{57}
$$

where

$$
G = \sum_{j=1}^{N-1} \omega_j^2. \tag{58}
$$

It can readily be checked that these reduce in the correct limit — see equations (6, 7, 8) in $[9]$. We can note several things.

1. From now on, we assume that all the $\omega_j(r)$ are in general non-zero so that we are dealing with genuinely $\mathfrak{su}(N)$ solutions (see, for example, $[27, 29, 53]$ for the consequences of violating this assumption in the $\Lambda = 0$ case).
2. For later convenience, we have also introduced $S \equiv e^\Delta$.
3. We define $\omega_0 \equiv \omega_N \equiv 0$, so that (54, 56, 57) reduce to the $\mathfrak{su}(2)$ equations in the correct limit (see below).
4. As in the purely $k = 1$ case, there are two symmetries respected by the ansätze. Firstly the mapping $\omega_j \to - \omega_j$ is an invariant mapping separately for each $j$, and secondly the substitution $j \to N - j$ for all $j$ is a symmetry.

Finally we note that, since the Einstein equation for $S$ decouples from the rest, it can be integrated separately once we know the character of the metric function $\mu$ and the gauge field functions $\omega_j$, to give the solution

$$
S = e^\Delta = \exp \left( \int_c^r \frac{2G}{r} dr \right) \tag{59}
$$

for some arbitrary constant $c$. So the $N$ functions on which we will concentrate are $\mu$ and the $\omega_j$s.

For completeness, we shall show what forms these equations take for the simplest non-trivial case, $\mathfrak{su}(2)$. In this case, there is one gauge field function which we call $\omega$, and the following functions simplify considerably:

$$
p_{\theta,k} = \frac{(k - \omega^2)^2}{4r^4},
$$

$$
G = \omega^2. \tag{60}
$$
This means the field equations (54) become the single equation

\[ r^2 \mu \omega'' + \left( 2m - 2r^3 p_{\theta,k} - \frac{A r^3}{3} \right) \omega' + (k - \omega^2) \omega = 0, \quad (61) \]

and the field equations (56, 57) become

\[ m' = \mu \omega^2 + \frac{(k - \omega^2)^2}{4r^2}, \]
\[ \Delta' = \frac{S'}{S} = \frac{2G}{r} = \frac{2 \mu \omega^2}{r}. \quad (62) \]

The existence of exact solutions to these su(2) equations will be necessary later in our constructive proof of the existence of non-trivial solutions to the su(N) equations.

3.4 Boundary conditions

We are interested in black hole solutions to the field equations (54, 56, 57), but these equations are singular at the event horizon \( r = r_h \) and as \( r \to \infty \). (Since \( \Lambda < 0 \), there is no cosmological horizon to consider.) A first step is to derive the boundary conditions at these singular points. Local existence has been proven already in su(N) EYM theory for the cases \( \Lambda = 0 \) [32, 45] and for \( \Lambda < 0 \) with spherical symmetry \( (k = 1) \) [6]; our intention is to extend these results to \( k \neq 1 \).

We are ignoring solitons, the particle-like solutions to the equations which possess no event horizon and so continue to be regular in the limit \( r \to 0 \). (See [2, 3, 6, 17, 19, 49, 54] among others, for a discussion of these in the literature.) The Ricci curvature scalar \( R = g_{\mu \nu} R^{\mu \nu} \) (for \( R^{\mu \nu} \) the Ricci tensor) is complicated, but always involves the terms:

\[ R = -4\Lambda + \frac{2(k - 1)}{r^2} + ... \quad (63) \]

where the ellipses refer to terms involving \( m, S \) and their derivatives. Hence, only for \( k = 1 \) is the curvature non-singular at \( r = 0 \). For \( k \neq 1 \), at \( r = 0 \) the Riemann scalar has an essential singularity, hence there is no such thing as globally regular solutions in these cases. Hence, we shall only need to pay attention to (exterior) black hole solutions, meaning that our two singular points of interest are the event horizon \( r = r_h \) and the asymptotic region \( r \to \infty \).

3.4.1 Event horizon

We assume that the black hole solutions have a regular, non-extremal event horizon at \( r = r_h \); i.e. for which \( \mu(r_h) \) has a single zero. This fixes the value of \( m_h \equiv m(r_h) \) as:

\[ 2m_h = kr_h - \frac{A r_h^3}{3}. \quad (64) \]

We assume that the field variables \( m(r), S(r) \) and \( \omega_j(r) \) have regular Taylor expansions about \( r_h \), i.e. that for \( r \approx r_h \),

\[ m(r) = m(r_h) + m'(r_h)(r - r_h) + O(r - r_h)^2, \]
\[ S(r) = S(r_h) + S'(r_h)(r - r_h) + O(r - r_h)^2, \]
\[ \omega_j(r) = \omega_j(r_h) + \omega'_j(r_h)(r - r_h) + O(r - r_h)^2. \quad (65) \]

Letting \( \mu(r_h) = 0 \) in the field equation (54) gives us the following boundary conditions for \( \omega'_j(r_h) \):

\[ \omega'_j(r_h) = \frac{W_{k,j}(r_h) \omega_j(r_h)}{2m(r_h) - 2r_h^3 p_{\theta,k}(r_h) - \frac{2A r_h^4}{3}}. \quad (66) \]
So for fixed $\Lambda$ the expansions (65) are determined entirely by the $N + 1$ quantities given by $r_h$, $\omega_j(r_h) \equiv \omega_{j,h}$ and $S(r_h)$. Setting $\mu(r_h) = 0$ in the field equation (56), we can show that for a non-extremal event horizon we require

$$2m'(r_h) = 2r_h^2 p_{\theta,k}(r_h) < k - A r_h^2,$$

which weakly constrains the possible values of $\omega_j$ near the horizon. It also follows from (67) that for $k = -1$, we have a minimum event horizon radius given by the constraint

$$r_h > \sqrt{-\frac{1}{2p_{\theta,k}(r_h) + \Lambda}}.$$

Since the field equations are invariant under $\omega_j \mapsto -\omega_j$, we may consider $\omega_{j,h} > 0$ (without loss of generality).

3.4.2 Infinity

At infinity, we expect that the black hole will approach the topological analogue to adS space, i.e. that

$$\mu(r) \to k - \frac{A r^2}{3}$$

as $r \to \infty$. We assume that all the field variables have regular expansions in $r^{-1}$ as $r$ approaches infinity:

$$m(r) = M + O(r^{-1}), \quad S(r) = 1 + O(r^{-1}), \quad \omega_j(r) = \omega_{j,\infty} + O(r^{-1}).$$

Just as in the spherically symmetric case with $\Lambda < 0$, there are no a priori constraints on the values of $\omega_{j,\infty}$, so that in general, the adS topological black holes will carry a global magnetic charge [48].

3.5 Trivial solutions

A key part of our proof of the existence of non-trivial $su(N)$ solutions is the analyticity in the initial conditions of the field variables, so that we may find solutions with initial conditions in a neighbourhood of those producing known solutions. Thus, it is important that we can find some ‘trivial’ known solutions.

The field equations (54, 56, 57) are non-linear coupled equations, but they possess a number of analytic, trivial solutions. These arise by letting the functions $\omega_j(r)$ be identical to a constant. This produces as a constraint

$$W_{k,j}\omega_j = 0.$$  \hspace{1cm} (71)

3.5.1 Reissner-Nordström-adS (RNadS)

Equation (71) clearly has the solution $\omega_j(r) \equiv 0$ for all $j$, which gives the RNadS black hole with metric function

$$\mu(r) = k - 2M + \frac{Q^2}{r^2} - \frac{A r^2}{3}$$

where the magnetic charge $Q$ is defined as

$$Q^2 = \frac{k^2}{6} N(N + 1)(N - 1).$$

This solution exists for all three values of $k$. Note that the magnetically charged RNadS black hole is only a solution of the field equations if the charge is exactly this value.

Note also that for $k = 0$ there is a difference. In that case, $Q = 0$, and hence in the $su(N)$ case with planar symmetry, the solution is more similar to the Schwarzschild-adS solution, discussed next.
3.5.2 Schwarzchild-adS (SadS)

Writing (71) out in full and letting \( \Omega_j \equiv \omega_j^2 \) turns the \( W_{k,j} = 0 \) into a system of linear equations, with the solution

\[
\Omega_j = k j (N - j).
\]  

(74)

For \( k = 1 \), we have \( \Omega_j = \omega_j^2 = j(N - j) \), so that

\[
\omega_j = \pm \sqrt{j(N - j)},
\]

for all \( j \), which agrees with previous work [6]. This gives us

\[
m(r) = M = \text{constant}.
\]  

(76)

For the case \( k = -1 \), it can be immediately seen that for (74) to be correct, \( \omega_j \) will have to be imaginary. Thus in this case, all we have is RNadS-type solutions (due to \( Q \neq 0 \)) and the only trivial embedded solutions are found by setting \( \omega_j \equiv 0 \) for all \( j \). For \( k = 0 \) however, it is obvious that \( \omega_j \equiv 0 \), which coincides with the \( Q = 0 \) case above, hence the only type of solution we have is the SadS-type solution.

3.5.3 \( \mathfrak{su}(2) \) embedded solutions

We now demonstrate that it is possible to embed any solution of the \( \mathfrak{su}(2) \) field equations as an \( \mathfrak{su}(N) \) solution by a simple rescaling of variables. Note that this is a fairly trivial step from the similar \( \Lambda = 0, k = 1 \) case discussed in [32, 41] and the \( \Lambda < 0, k = 1 \) case discussed in [6].

**Proposition 1** Any \( \mathfrak{su}(2) \) solution can be rescaled and embedded as an \( \mathfrak{su}(N) \) solution.

**Proof** We begin with the field equations (54, 56, 57). We attempt to rescale them with the following definitions:

\[
\tilde{N} \equiv \frac{1}{6} N(N - 1)(N + 1), \quad R \equiv \tilde{N}^{-\frac{1}{2}} r, \quad \tilde{A} \equiv \tilde{N} A, \\
\omega_j \mapsto \sqrt{J(N - j)} \omega, \quad \tilde{m} \equiv \tilde{N}^{-\frac{1}{2}} m.
\]

(77)

This rescaling leads to the following equations:

\[
0 = R^2 \mu \left( \frac{d^2 \omega}{dR^2} + \left( 2 \tilde{m} - \frac{2 \tilde{A} R^3}{3} - 2 R^3 \tilde{p}_{\theta,k} \right) \frac{d\omega}{dR} \right) + (k - \omega^2) \omega
\]

\[
\frac{d\tilde{m}}{dR} = \mu \left( \frac{d\omega}{dR} \right)^2 + R^2 \tilde{p}_{\theta,k}
\]

(78)

\[
\frac{1}{S} \frac{dS}{dR} = 2 \frac{\left( \frac{d\omega}{dR} \right)^2}{R}
\]

with

\[
\tilde{p}_{\theta,k} = \frac{(\omega^2 - k)^2}{2 R^4}.
\]

(79)

It can be checked that these are exactly the same equations as the \( \mathfrak{su}(2) \) field equations with general \( k \) [61, 62]. \( \square \)

It is easy to see that the boundary conditions (65-70) reduce to the topological \( \mathfrak{su}(2) \) boundary equations given in [7]. We have therefore proven that any \( \mathfrak{su}(2) \) topological black hole solution can be embedded into \( \mathfrak{su}(N) \) EYM to yield an asymptotically topological anti-de-Sitter black hole. One final fact of note is that these embedded solutions will have the same number of nodes as the original \( \mathfrak{su}(2) \) solution, since if \( \omega(r_0) = 0 \) for some \( r_0 \), then so will \( \tilde{\omega}(r_0) = 0 \), according to (77). This fact will be of importance in the proof of our second result (Theorem 8).
4 Existence of non-trivial $\mathfrak{su}(N)$ black hole solutions

Our goal is to prove that we can find solutions throughout the whole range of the space-time; in other words, solutions which can be proven to exist at the event horizon, and can be integrated out arbitrarily far into the asymptotic regime. The way we do this is by proving that solutions exist locally at the event horizon and locally as $r \to \infty$; then we prove that given any solution which remains regular in a specified range, we can continue to integrate that solution outwards, right into the asymptotic regime. We use these results to argue that locally regular solutions can be ‘patched together’ to form global black hole solutions. We note existence has already been proven for $\Lambda = 0$ case in $\mathfrak{su}(N)$ EYM [41] and with $\Lambda < 0$ and $k = 1$ [6].

4.1 Local existence of solutions

In this section, following e.g. [16], we shall make use of an established theorem of differential equations [22] to demonstrate the local existence of solutions at the event horizon and near infinity. We begin by stating the theorem:

**Theorem 2** [16] Consider a system of differential equations for $n + m$ functions $a = (a_1, a_2, \ldots, a_n)$ and $b = (b_1, b_2, \ldots, b_m)$ of the form

$$
\begin{align*}
x \frac{da_i}{dx} &= x^{p_i} f_i(x, a, b), \\
x \frac{db_i}{dx} &= -\lambda_i b_i + x^{q_i} g_i(x, a, b)
\end{align*}
$$

with constants $\lambda_i > 0$ and integers $p_i, q_i \geq 1$ and let $C$ be an open subset of $\mathbb{R}^n$ such that the functions $f_i$ and $g_i$ are analytic in a neighbourhood of $x = 0$, $a = c$, $b = 0$, for all $c \in C$. Then there exists an $n$-parameter family of solutions of the system such that

$$
a_i(x) = c_i + O(x^{p_i}), \quad b_i = O(x^{q_i}),
$$

where $a_i(x)$ and $b_i(x)$ are defined for $c \in C$, $|x| < x_0(c)$ and are analytic in $x$ and $c$.

This theorem allows us to parameterize the family of solutions near a singular point of a set of ordinary differential equations. We need to take each singular point in turn (here, $r = r_h$ and $r \to \infty$) and change variables so that the field equations are in the form required by the theorem. After that, it is elementary to verify the forms we have chosen for our expansions of the field variables near the singular points [65, 70].

4.1.1 Local existence of solutions at the event horizon

Now we turn our attention to the field equations at $r = r_h$. We assume the existence of a non-degenerate event horizon, so that $\mu(r_h) = 0$ but $\mu'(r_h) > 0$ is finite. We begin by proving a proposition analogous to that proven for $\mathfrak{su}(N)$, $k = 1$ in [6].

**Proposition 3** There exists an $N$-parameter family of local solutions of the field equations near $r = r_h$ analytic in $r_h$, $\omega_{j,h}$ and $\rho = r - r_h$ such that

$$
\begin{align*}
\mu(r_h + \rho) &= \mu'(r_h) + O(\rho), \\
\omega_j(r_h + \rho) &= \omega_{j,h} + \omega'(r_h)\rho + O(\rho^2),
\end{align*}
$$

where $\mu'(r_h)$ and $\omega'(r_h)$ are functions of the $\omega_{j,h}$.
Proof Following [6][16][41][45], let us define a new independent variable \( x = r - r_h \), and define some new dependent variables:

\[
\rho \equiv r, \quad \lambda \equiv \frac{\mu}{\rho}, \quad \psi_j \equiv \omega_j, \quad \xi_j \equiv \frac{\mu \omega_j'}{\rho} = \lambda \omega_j'.
\] (83)

The field equations take the form:

\[
x \frac{d\rho}{dx} = x, \quad x \frac{d\psi_j}{dx} = \frac{x \xi_j}{\lambda}, \quad x \frac{d\lambda}{dx} = -\lambda + x H_\lambda + F_\lambda,
\] (84)

\[
x \frac{d\Lambda}{dx} = 0, \quad x \frac{dS}{dx} = \frac{2x}{\rho} GS, \quad x \frac{d\xi_j}{dx} = -\xi_j + x H_{\xi_j} + F_{\xi_j};
\]

where

\[
F_\lambda \equiv \frac{1}{\rho} \left( k - \frac{2}{\rho^2} \mathcal{P} - \Lambda \rho^2 \right),
\]

\[
H_\lambda \equiv -\frac{\lambda}{x} (1 + 2 G),
\] (85)

\[
F_{\xi_j} \equiv -\frac{W_{k,j} \psi_j}{\rho^2},
\]

\[
H_{\xi_j} \equiv \frac{x H_\lambda \xi_j}{\lambda};
\]

and we note that

\[
W_{k,j} = k - \psi_j^2 + \frac{1}{2} (\psi_{j-1}^2 + \psi_{j+1}^2);
\] (86)

and define

\[
\mathcal{P} \equiv r^4 \rho_0, k = \frac{1}{4} \sum_{j=1}^{N} \left[ (\psi_j^2 - \psi_{j-1}^2 - k (N + 1 - 2j))^2 \right],
\]

\[
G \equiv \frac{1}{N^2} \sum_{j=1}^{N-1} \xi_j^2.
\] (87)

So the functions \( F_\lambda, F_{\xi_j}, H_\lambda \) and \( H_{\xi_j} \) are polynomials in \( 1/\rho, 1/\lambda, \rho, \lambda, \) and \( \Lambda \).

The equations (84) are not yet in the required form, so next we let

\[
\tilde{\xi}_j \equiv \xi_j - F_{\xi_j}, \quad \tilde{\lambda} \equiv \lambda - F_\lambda.
\] (88)

This makes the two non-conforming equations (for \( x d\xi_j/dx \) and \( x d\lambda/dx \)) take the form:

\[
x \frac{d\tilde{\xi}_j}{dx} = -\tilde{\xi}_j + x G_{\xi_j},
\]

\[
x \frac{d\tilde{\lambda}}{dx} = -\tilde{\lambda} + x G_\lambda;
\] (89)

in which \( G_\lambda \) and \( G_{\xi_j} \) are polynomials given by

\[
G_{\xi_j} \equiv H_{\xi_j} - \frac{dF_{\xi_j}}{dx}, \quad G_\lambda \equiv H_\lambda - \frac{dF_\lambda}{dx}.
\] (90)

The polynomials \( G_\lambda \) and \( G_{\xi_j} \) are lengthy; suffice it to say, it can be checked that both are polynomials in \( 1/\rho, 1/\lambda, \rho, \lambda, \tilde{\lambda}, \tilde{\xi}_j \) and \( \Lambda \). Hence, due to Theorem 2 there then exist solutions to the equations of the form

\[
\rho = r_h + O(x), \quad \psi_j = \omega_{j,h} + O(x), \quad \tilde{\lambda} = O(x),
\]

\[
\tilde{\xi}_j = O(x), \quad S = S(r_h) + O(x);
\] (91)
with \( \rho, \lambda, \psi_j \) and \( \xi_j \) all analytic in \( x, r_h, \omega_j(r_h), \Lambda \) and \( S(r_h) \). Transforming back to our original variables gives us the correct behaviour and analyticity. \( \square \)

We have thus proven existence of solutions to the field equations for a black hole in some neighbourhood of the event horizon \( r = r_h \), satisfying the boundary conditions (65).

### 4.1.2 Local existence of solutions at infinity

Local existence at infinity for asymptotically adS spherically symmetric black holes has been proven in [6], and the proof extends almost directly to the topological case. We note that, as in the adS spherically symmetric case, it is relatively easy to prove existence and we need only go to first order in the field variables, unlike in the asymptotically flat case where higher order terms were needed and the analysis was more involved [32, 45]. We also note that for adS space, the field equations are not actually singular as \( r \to \infty \), but it is convenient to use this method anyway – the above theorem does not require the boundary points to be singular, but it can account for that if needed.

Again we prove a proposition analogous to one in [56].

**Proposition 4** There exists an \( 2N \)-parameter family of local solutions of the field equations near \( r = \infty \), analytic in \( \Lambda, \omega_{j,\infty}, M \) and \( r^{-1} \) such that

\[
\mu(r) = k - \frac{2M}{r} - \frac{Ar^2}{3} + O \left( \frac{1}{r^2} \right),
\]

\[
\omega_j(r) = \omega_{j,\infty} - \frac{c_j}{r} + O \left( \frac{1}{r^2} \right).
\]

**Proof** We introduce new variables, following [6, 10, 32]:

\[
x = r^{-1}, \quad \psi_j = \omega_j, \quad \xi_j = \omega' \psi_j, \quad \lambda = r \left( k - \mu - \frac{Ar^2}{3} \right) \equiv 2m.
\]

Then the field equations take the form:

\[
\begin{align*}
x \frac{d\lambda}{dx} &= -xf_\lambda, \quad x \frac{d\psi_j}{dx} = -x\xi_j, \quad x \frac{d\xi_j}{dx} = xg_{\xi_j}, \\
x \frac{dS}{dx} &= x^4 f_S, \quad x \frac{d\Lambda}{dx} = 0;
\end{align*}
\]

where

\[
\begin{align*}
f_\lambda &= S \sum_{j=1}^{N-1} \xi_j^2, \\
f_S &= 2\mu x^2 \sum_{j=1}^{N-1} \xi_j^2 + \frac{1}{\mu} \sum_{j=1}^{N} (\psi_j^2 - \psi_{j-1}^2 - k(N + 1 - 2j))^2, \\
g_{\xi_j} &= \frac{\omega_j \psi_j}{\mu x^2} + \frac{1}{\mu} \left( \lambda - \frac{2m}{x^2} \right)
\end{align*}
\]

(where we have used the forms from (86, 87)); and since \( 1/\mu \) is at least of order \( x^2 \) as \( x \to 0 \), it can be observed that all of these polynomials are non-singular as \( x \to 0 \). Therefore we have proven local existence of solutions at infinity, and Theorem 2 confirms that the functions exhibit the required behaviour near infinity (70). We also note that solutions are analytic in \( x, \lambda, M, \omega_{j,\infty} \) and \( S_{\infty} \). Also, by rescaling the time co-ordinate in the metric we can fix \( S_{\infty} = 1 \) so that the spacetime is asymptotically ‘topological adS’ as we have described it – this satisfies the boundary conditions (70), and the field variables are analytic in \( M, \omega_{j,\infty}, c_j, r \) and \( \Lambda \). \( \square \)
4.2 Global regularity for $\mu > 0$

Our strategy for proving the existence of genuinely $\mathfrak{su}(N)$ solutions involves showing that given initial conditions near the singular point at the event horizon $r = r_h$, we can regularly integrate the field equations out to infinity. To be specific, we wish to show that as long as $\mu > 0$ (required for the spacetime to be regular), then any solution that is regular up to a certain $r$ value can be extended for larger values of $r$. To do this we use the field equations to prove the following lemma, which has been proven for the spherically symmetric cases of $\mathfrak{su}(2)$ with $\Lambda = 0$ [16], of $\mathfrak{su}(N)$ with $\Lambda = 0$ [41], and of $\mathfrak{su}(N)$ with $\Lambda < 0$ and $k = 1$ [6].

**Lemma 5** As long as $\mu > 0$ all field variables are regular functions of $r$.

To prove this lemma we shall take some interval $I = [r_0, r_1)$ (such that $r_h < r_0 < r_1$), assume the solution is regular in this interval and that $\mu(r) > 0$ on the interval $\bar{I} = [r_0, r_1]$, and then show that this implies regularity at $r = r_1$ as well. In other words, as long as $\mu > 0$, if we start off with arbitrary initial conditions outside the event horizon (i.e. a ‘piece’ of a regular solution) then we can continue to integrate it regularly outwards into the asymptotic region. This method is adapted from a similar one used in [16].

**Proof** If $\mu(r_1) > 0$, then by integrating the equation for $m'$ in (56), we obtain

$$kr_1 - \frac{\Lambda r_1^3}{3} > 2m(r_1) \geq 2 \int_{r_0}^{r_1} \sum_{j=1}^{N-1} \mu \omega_j'^2 dr.$$  \hspace{1cm} (96)

Since $\mu$ must have a minimum in $\bar{I}$, we define

$$\mu_{\text{min}} \equiv \inf(\mu : r \in \bar{I}) > 0.$$  \hspace{1cm} (97)

Therefore:

$$2\mu_{\text{min}} \int_{r_0}^{r_1} \sum_{j=1}^{N-1} \omega_j'^2 dr \leq kr_1 - \frac{\Lambda r_1^3}{3}$$  \hspace{1cm} (98)

or

$$\int_{r_0}^{r_1} \sum_{j=1}^{N-1} \omega_j'^2 dr \leq \frac{kr_1 - \frac{\Lambda r_1^3}{3}}{2\mu_{\text{min}}}.$$  \hspace{1cm} (99)

The LHS is bounded above by the RHS, which we notice is constrained to be positive – this is because of the constraint [53], where we remember we require $m_h > 0$, and because the mass function is monotonic ($m'(r) > 0 \forall r$), which together means that $m(r) > 0 \forall r$. We can also see that since the LHS is a sum of squared (i.e. positive) terms in $\omega_j'$, each term must be bounded below by zero. Hence $G$ is bounded and so is $2G/r$ (and thus $\Delta'$), so direct integration gives us $\Delta$ (or $S$) bounded.

Using the Cauchy-Schwarz inequality and performing an integration gives us

$$\int_{r_0}^{r_1} \sum_{j=1}^{N-1} \omega_j'^2 dr \geq \frac{1}{r_1 - r_0} \sum_{j=1}^{N-1} (\omega_j(r_1) - \omega_j(r_0))^2.$$  \hspace{1cm} (100)

From here we see that each $\omega_j(r_1)$ is finite.

Finally, we take the Yang-Mills equations, which can be rewritten in the form

$$(\mu S \omega_j')' = \frac{SW_{k,j} \omega_j}{r^2}.$$  \hspace{1cm} (101)

Let $\mu \omega_j' \equiv y$. Then we can write the above equation as

$$(Sy)' = -\frac{SW_{k,j} \omega_j}{r^2}.$$  \hspace{1cm} (102)
From earlier, we can say that $S(r)$ is finite for all $r \in \tilde{I}$. Now we have

$$S(r_1) y(r_1) - S(r_0) y(r_0) = - \int_{r_0}^{r_1} S \frac{W_{k,j} \omega_j}{r^2} dr. \quad (103)$$

We can now apply the Cauchy-Schwarz inequality again to obtain

$$\left( \int_{r_0}^{r_1} S \frac{W_{k,j} \omega_j}{r^2} dr \right)^2 \leq \int_{r_0}^{r_1} S^2 dr \int_{r_0}^{r_1} \frac{W_{k,j}^2 \omega_j^2}{r^4} dr. \quad (104)$$

Now, both $S(r)$ and $\frac{W_{k,j} \omega_j}{r^2}$ are finite on the interval $[r_0, r_1]$, therefore the integrals on the RHS are finite, therefore the LHS is bounded. Therefore, from (103) we get $(Sy)(r_1)$ finite, therefore $\mu(r_1) S(r_1) \omega_j'(r_1)$ is finite, and since $\mu(r_1) > 0$, we finally have $\omega_j'(r_1)$ is finite.

Therefore we have proven that if $\mu > 0$, then given some initial conditions (either on or outside the event horizon, so that $\mu > 0$) to begin with, we can continue to regularly integrate out to obtain a solution. $\blacksquare$

We now have all the pieces we need to ‘patch together’ solutions which exist and are regular throughout the range of the spacetime. The exact nature of this patching together will be discussed at the end. We now briefly turn our attention to the behaviour of the equations in the asymptotic limit.

4.3 Asymptotic behaviour of solutions in adS space

The main reason for the abundance of black hole solutions in the $\Lambda < 0$ case (as opposed to the $\Lambda = 0$ case) is the behaviour of the field equations in the asymptotic limit $r \to \infty$. This section closely follows our work in [6].

As $r \to \infty$, the Yang-Mills equations (54) approximate to:

$$r^2 \left( - \frac{\Lambda r^4}{3} \right) \omega_j'' - \frac{2 \Lambda r^3}{3} \omega_j' + W_{k,j} \omega_j = 0. \quad (105)$$

We attempt to make the equations autonomous. First we introduce a new variable $\tau$ [6] such that

$$\tau = \sqrt{-\frac{3}{\Lambda r}}, \quad (106)$$

which reduces the equations (105) down to

$$\dot{\omega}_j + W_{k,j} \omega_j = 0. \quad (107)$$

This tells us that the system has a critical point when

$$\left( k - \omega_j^2 + \frac{1}{2} (\omega_{j+1}^2 + \omega_{j-1}^2) \right) \omega_j = 0, \quad j = 1 \ldots N - 1. \quad (108)$$

This constraint is identical to (71), so we already know the solutions (given by (74). For $k = 1$, the solutions are

$$\omega_j = 0 \quad \text{or} \quad \omega_j = \pm \sqrt{j(N-j)}. \quad (109)$$

For $k \neq 1$ in general $\mathfrak{su}(N)$, the only critical point is at $\omega_j = 0$. However, as in previous works (e.g. [6, 56]), it is not the nature of the critical points that is important, so much as the choice of variable (106) we used to make the equations autonomous. In the $\Lambda = 0$ case, an appropriate choice of radial parameter was $\tau \propto -\log r$ (see e.g. [16]), which goes to infinity as $r$ goes to infinity, so that the system had to reach the critical point (as it had to go ‘all the way along’ its trajectory in the phase space.) In our case, however, we
use $\tau \propto 1/r$ as being more appropriate. As our radial parameter $r$ goes to infinity, the trajectory on the phase space gets shorter and shorter, so it does not have to reach the critical point of the system at infinity. To put it another way, a solution which corresponds to one within some interval $r \in [r_1, \infty)$ (for some large value of $r_1$) will be transformed to one in the interval $(0, r_1]$, and $r_1$ is arbitrarily small for large $r_1$. This also explains why the values of the $\omega_j$s are allowed to be arbitrary at infinity, rather than being constrained to continue along a trajectory until reaching a limit defined by the position of the critical points.

4.4 Existence of non-trivial $\mathfrak{su}(N)$ solutions

Now have all of the pieces we need (Propositions 3 and 4 and Lemma 5) to establish the existence of non-trivial $\mathfrak{su}(N)$ solutions to the 4D topological EYM field equations.

The first theorem we shall prove (Theorem 6) is one of the two main results of our paper: it establishes the existence of nodeless topological $\mathfrak{su}(N)$ solutions in the regime $|\Lambda| \to \infty$, for any fixed $r_h$ (respecting possible minimum bounds on $r_h$ if $k = -1$) and $\omega_{j,h}$. Note that Theorem 6 is very much in line with the similar proof given in [6] for $k = 1$.

The next proposition proves the existence of nodeless topological $\mathfrak{su}(N)$ solutions in some sufficiently small neighbourhood of an existing such solution – i.e. that these solutions exist in open sets – for any $\Lambda < 0$. Finally, we use this proposition and the existence of trivial solutions to the field equations to prove the existence of non-trivial, nodeless topological $\mathfrak{su}(N)$ solutions for $\Lambda < 0$.

4.5 Existence of nodeless topological $\mathfrak{su}(N)$ solutions for sufficiently large $|\Lambda|$}

For $k = 1$ it was demonstrated numerically in [3] that for any value of $N$, if $|\Lambda|$ was large enough, all of the solutions were such that the gauge field functions were nodeless; and in [9] it was shown for $\mathfrak{su}(2)$ that if $k \neq 1$, the gauge field is monotonically increasing and therefore nodeless, for a positive $\omega_h$. However, it may be observed, as in [6], that as $N$ increases (for fixed $\Lambda$), the region in which solutions may be found grows ever smaller. We now show that for any $N$, for fixed initial parameters at the event horizon, and for $|\Lambda| \to \infty$, corresponding solutions to the field equations exist with gauge field functions non-zero everywhere.

It can be noted that the situation here is very similar indeed to both the $\mathfrak{su}(2)$ [56] and $\mathfrak{su}(N)$ [6] spherically symmetric cases for $\Lambda < 0$, for which the analogue of the following proposition has already been proven; so we will only sketch out the derivation here.

**Theorem 6** For fixed $r_h$ and $\omega_{j,h}$, and for $|\Lambda|$ sufficiently large, there exists a black hole solution of the $\mathfrak{su}(N)$ EYM field equations such that all the gauge field functions $\omega_j(r)$ have no zeroes.

**Proof** First, a qualification: if $k = -1$, and for $\Lambda < 0$, we find that there is a minimum bound on $r_h$ given by $m(r)$ being monotonic, i.e.

$$r_h > \sqrt{\frac{2m_h + 1}{-\Lambda}},$$

with the RHS manifestly positive. However, it should be noted that if $|\Lambda| \to \infty$, this minimum radius $r_h \to 0$.

We note that for fixed $r_h$ and $\omega_{j,h}$, the constraint [67] for a regular event horizon is satisfied for all sufficiently large $|\Lambda|$. As in [6,56], it is helpful to define a length scale $\ell$ such that $\ell^2 = -3/\Lambda$, and then new variables $\tilde{m}$ and $\tilde{\mu}$, which will be finite as $|\Lambda| \to \infty$, $\ell \to 0$:...
\[ \hat{m} = m \ell^2, \quad \hat{\mu} = k \ell^2 - \frac{2 \hat{m}}{r} + r^2. \]  \hspace{1cm} (111)

The field equations then take the form
\[ \hat{m}' = \left( k \ell^2 - \frac{2 \hat{m}}{r} + r^2 \right) G + \ell^2 r^2 p_{\theta,k}, \]
\[ 0 = r^2 \left( k \ell^2 - \frac{2 \hat{m}}{r} + r^2 \right) \omega_j'' + \left[ 2 \hat{m} - 2 \ell^2 r^3 p_{\theta,k} + 2 r^3 \right] \omega_j' + \ell^2 W_{k,j} \omega_j. \]  \hspace{1cm} (112)

In the limit \( \ell \to 0 \), these equations simplify considerably and have the unique solution
\[ \hat{m}(r) = \hat{m}(r_h) = \frac{1}{2} r_h^3, \quad S(r) = 1, \quad \omega_j(r) = \omega_j(r_h). \]  \hspace{1cm} (113)

However we would also like to extend these results to the case of \( \ell \) arbitrarily small (and not just \( \ell = 0 \)) by analyticity. We continue along the lines of [6]. We can use the change of variables
\[ \tilde{\lambda} = \ell^2 \lambda; \]  \hspace{1cm} (114)
then the equations are unchanged except for \( x \frac{d \tilde{\lambda}}{dx} = 0 \) instead of \( x \frac{d \lambda}{dx} = 0 \), and for \( x \frac{d \tilde{\lambda}}{dx} \), we get:
\[ x \frac{d \tilde{\lambda}}{dx} = -\tilde{\lambda} + x H_{\tilde{\lambda}} + F_{\tilde{\lambda}}, \]  \hspace{1cm} (115)
where
\[ H_{\tilde{\lambda}} = \frac{\tilde{\lambda}}{\rho}(1 + 2G), \quad F_{\tilde{\lambda}} = \frac{k \ell^2}{\rho} + 3 \rho - \frac{2 \ell^2}{\rho^3} P. \]  \hspace{1cm} (116)

We can note by looking at equations (111) and (112) that the only appearance of the constant \( k \) is as a ‘coefficient’ of terms in \( \ell^2 \). Therefore as \( \ell \to 0 \) we expect the influence of \( k \) to be removed completely from the analysis, and the results are then the same as in the spherically symmetric case: the field equations are all regular as \( \ell \to 0 \), and the solutions are analytic in \( r_h, \omega_{j,h} \) and \( \ell \).

Near \( r = \infty \), exactly the same argument used to attain Proposition 4 shows we have solutions for \( \ell \) small, and such solutions will be analytic in the field variables. Therefore, we choose some values for \( r_h \) and \( \omega_{j,h} \) and fix some \( r_1 \gg r_h \). When we vary \( \ell \) we see that solutions exist for arbitrarily small \( \ell \) for which all of the gauge field functions have no zeroes in the interval \( [r_h, r_1] \). Finally if \( r_1 \) is large enough we can use the previously discussed fact that in the asymptotic region we must use a parameter like \( \tau \propto 1/r \) to show that as \( r \to \infty \), the solutions will remain regular and nodeless. \( \square \)

4.6 Existence of nodeless topological \( \mathfrak{su}(N) \) solutions for fixed \( \Lambda < 0 \) in a neighbourhood of trivial solutions

We now show that solutions exist in another regime. First, we prove a powerful proposition: that if we assume the existence of an \( \mathfrak{su}(N) \) black hole solution, then we can definitely find other such solutions for any \( \Lambda < 0 \) in some sufficiently small neighbourhood of it, which possess the same number of nodes. That is, \( \mathfrak{su}(N) \) solutions exist in open sets which all have the same number of nodes.

**Proposition 7** Assume we have an existing topological \( \mathfrak{su}(N) \) solution of the field equations, with the gauge field functions all nodeless for \( k \neq 1 \), and the initial gauge field values given by \( \omega_{1,h}, \omega_{2,h}, \ldots, \omega_{N-1,h} \). Then all initial gauge field values in a neighbourhood of these values will give an \( \mathfrak{su}(N) \) solution to the field equations in which all the gauge field functions are nodeless.
Lemma 5, these nearby solutions will also be regular on some sufficiently small neighbourhood of the $\omega_j,h$. As we pointed out in Section 3.4, we are only interested in black holes as solitons can be shown not to exist for $k \neq 1$. So using these initial conditions and the field equations (54, 56, 57), we can integrate out and get a solution that is regular all the way to infinity. For the rest of this argument we assume that $|A|$ and $r_h$ are fixed and that the gauge field functions $\omega_j$ are all nodeless.

From the local existence theorems we proved (Propositions 3, 4), we know that for any set of initial values of the gauge field $\omega_1,h, ..., \omega_{N-1,h}$, there are solutions locally near the event horizon, and that the solutions are analytic in their choice of initial values. For the existing $\mathfrak{su}(N)$ solution, it must be true that $\mu(r) > 0$ on the interval $[r_h, \infty)$. So, by analyticity of solutions, the nearby $\mathfrak{su}(N)$ solution with initial gauge field values close to those of the existing solution, will all have $\mu(r) > 0$ for all $r \in [r_h, r_c]$ for some $r_c$. By Lemma 5, these nearby solutions will also be regular on $[r_h, r_c]$.

Now take some $r_1 \gg r_h$ such that for the existing solution, $m(r_1)/r_1 \ll 1$; and let $\tilde{\omega}_j,h$ be a different set of initial gauge field values (for another $\mathfrak{su}(N)$ solution) in some sufficiently small neighbourhood of the $\omega_j,h$.s. By the analyticity argument above, these nearby $\mathfrak{su}(N)$ solutions evolved from $\tilde{\omega}_j,h$ will be regular in the interval $[r_h, r_1]$. That is, in this interval, it is again true that $\mu > 0$ and all the gauge field functions are nodeless.

Furthermore, it will still be the case at $r_1$ that $m(r_1)/r_1 \ll 1$ for these nearby $\mathfrak{su}(N)$ solutions as well as the existing $\mathfrak{su}(N)$ solution. Because of this, and because $r_1 \gg r_h$, we are able to consider the solutions in the asymptotic regime. Provided $r_1$ is sufficiently large, the solution (parameterised proportional to $1/r$) will not move very far along the phase space trajectory as $r$ increases from $r_1$ towards infinity. Therefore $m(r)/r$ will continue to be small and the asymptotic regime will continue to be valid.

Lastly, we will use Proposition 1 to prove the second of our main results — the existence of genuinely non-trivial $\mathfrak{su}(N)$ solutions, for any fixed $A < 0$, in some neighbourhood of certain trivial solutions (see Section 3.5.3).

**Theorem 8** There exist non-trivial black hole solutions to the $\mathfrak{su}(N)$ topological EYM equations (54, 56, 57), regular throughout the range $r_h < r < \infty$. These solutions are analytic in the parameters $r_h, \omega_j,h$, and $m(r_h)$, and are nodeless.

Proof From Section 3.5.3 it is clear that there exist RNAdS-type trivial solutions to the topological $\mathfrak{su}(2)$ equations. From Proposition 7 we can therefore infer the existence of nearby $\mathfrak{su}(2)$ solutions which are non-trivial (i.e. whose gauge field functions are not identically zero). Furthermore, from van der Bij and Radu we see that that with $\mathfrak{su}(2)$ black holes for $k \neq 1$, $\omega$ (which we can assume without loss of generality is positive at the event horizon) is monotonically increasing, so it can never equal zero; hence all these $\mathfrak{su}(2)$ solutions will be nodeless.

Therefore, we are also able to take one such nodeless $\mathfrak{su}(2)$ solution and embed it as a topological $\mathfrak{su}(N)$ solution (remembering that this solution will similarly be nodeless, due to to (77)). Finally, using Proposition 7 once again, we may infer the existence of genuinely non-trivial and nodeless $\mathfrak{su}(N)$ solutions in some sufficiently small neighbourhood of this embedded nodeless $\mathfrak{su}(N)$ solution.

5 Conclusion

The aim of this paper was to prove the existence of genuine (i.e. non-trivial and non-embedded) solutions of the 4D $\mathfrak{su}(N)$ EYM topological field equations. We began by justifying the topological metric ansatz we used. Then, we described the field equations and the gauge potential ansatz, taking a detour to prove its validity (i.e. that it is invariant under an action of $\mathfrak{su}(N)$ by principal bundle automorphisms), adapting a theorem.
of Künzle’s [31]. We then considered the boundary conditions at the important singular
points: the event horizon \( r = r_h \) and asymptotically \( r \to \infty \). We note that we consid-
ered only purely magnetic gauge fields, for which we had \( N - 1 \) gauge field functions \( \omega_j \).
We also derived some trivial solutions to these equations, and described how any \( \text{su}(2) \) solution can be embedded in \( \text{su}(N) \) to yield a solution by a scaling of variables.

The field equations in question are singular at the event horizon and asymptotically,
thus we began by proving local existence of solutions in the neighbourhood of these two
singular regimes of the equations, using a method following [6, 16, 45, 56]. We also proved
a lemma which states that any solution which regular in some small interval can continue
to be integrated using the field equations to produce a solution which remains regular
arbitrarily far from the event horizon, as long as \( \mu(r) \) remains positive. We then used
these to prove one of our two main results: that for fixed values of the field variables at
the event horizon \( (r_h, \omega_{j,h}, m_h) \), then as \( |\Lambda| \to \infty \) we can demonstrate the existence of
solutions to the \( \text{su}(N) \) EYM field equations.

Next, we proved a proposition stating that given the existence of any nodeless topo-
logical \( \text{su}(N) \) solution, we can always find solutions arbitrarily close that possess the
same number of nodes. Finally, we used the existence of known trivial solutions, and this
proposition, to demonstrate the existence of non-trivial nodeless solutions to the field
equations.

Our main two results, therefore, prove the existence (in the stated regimes) of four-
dimensional, topological solutions to \( \text{su}(N) \) EYM field equations with a negative cosmo-
logical constant, with \( N - 1 \) gauge degrees of freedom as in the spherically symmetric
case \( (k = 1) \), previously examined in [6].

There are several very productive directions in which this research could next be
taken. The most obvious and pressing issue is that of the linear stability (under non-
spherically symmetric perturbations, for \( k \neq 1 \)) of the solutions we found: as we noted, it
has previously been shown in [34, 40, 51] that the number of unstable modes of a solution is
related to the number of nodes the gauge fields possess, and we have proven the existence
(in certain regimes) of nodeless black hole solutions.

Given that we were successfully able to generalise previous work (for black holes
in \( \text{su}(N) \) and \( \Lambda < 0 \)) to include spaces whose topologies give the symmetries other than
spherical, it is natural to ask what other sorts of solutions we could generalise in this way;
and as we said in the introduction, there is no shortage of work that we may possibly
generalise. We mentioned the work of Mann on topological higher-dimensional black holes
[39] – again, perhaps this work could be extended to \( \text{su}(N) \). Finally, as in [6], since there
is no theoretical upper limit on \( N \), neither is there on the amount of ‘hair’ we may give
topological black hole, though an interesting area of exploration might be \( \text{su}(\infty) \); there
is some evidence for existence of solutions to these [42] but more work is required, and
this work could extend into the inclusion of alternate topologies. Results from this may
or may not be significant, especially in view of the adS/CFT (conformal field theory)
correspondence (see [38], among others) and the fact that it has been conjectured that
there are observables in the dual CFT which are sensitive to the presence of black hole
hair (see [24] for a discussion of non-Abelian solutions in the context of the adS/CFT
correspondence.)
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