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The analysis of electroencephalograms continues to be a problem due to our limited understanding of the signal origin. This limited understanding leads to ill-defined models, which in turn make it hard to design effective evaluation methods. Despite these shortcomings, electroencephalogram analysis is a valuable tool in the evaluation of neurological disorders and the evaluation of overall cerebral activity. We compared different model based power spectral density estimation methods and different classification methods. Specifically, we used the autoregressive moving average as well as Yule-Walker and Burg’s methods, to extract the power density spectrum from representative signal samples. Local maxima and minima were detected from these spectra. In this paper, the locations of these extrema are used as input to different classifiers. The three classifiers we used were: Gaussian mixture model, artificial neural network, and support vector machine. The classification results are documented with confusion matrices and compared with receiver operating characteristic curves. We found that Burg’s method for spectrum estimation together with a support vector machine classifier yields the best classification results. This combination reaches a classification rate of 93.33%, the sensitivity is 98.33% and the specificity is 96.67%.
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1. Introduction

Epilepsy is a chronic neurological disorder of the brain, characterized by recurrent unprovoked seizures.1,2 These seizures are transient signs of the disorder. The symptoms of epilepsy range from abnormal to excessive or synchronous neuronal activity in the brain.3 Worldwide, about 50 million people have epilepsy, with almost 90% of these people living in developing countries.4 The disease is more likely to develop in young children or people over the age of 65 years, however, even outside this age group, it can occur at any time.5

Epilepsy can be diagnosed using electroencephalogram (EEG) and brain scan technology, because it affects the normal neuronal activity. Interictal, preictal and ictal are the typical stages of the epilepsy.5 The detection of epileptic seizures from EEG data, using nonlinear methods, was proposed by Paivinen et al.7 Using short sliding time windows, a set of features were computed from the data. The features came from time domain, frequency domain and nonlinear methods. They used discriminant analysis to determine the best seizure-detecting features. The outcome of their study was that the best results could be obtained by using a combination of features from both linear and nonlinear methods.

From a signal analysis perspective, EEG signals are highly complex and nonlinear in nature.
The specific signal characteristics depend on age and mental state of the subject. The symptoms of epilepsy, such as epileptic seizure, occur randomly. Therefore, the frequency of occurrence can only be estimated and stated in a statistical sense. To make an accurate forecast of eminent and future epileptic seizures implies that we understand the precise nature of the brain. This is impossible with the current state of technology. We think of the human brain as a cognitive machine which is composed out of billions of interconnected neurons. They form a network which permanently changes its state. Due to this permanent or asynchronous state change and due to the sheer complexity of the network it is impossible to understand and predict the precise state of the brain. With current technology and understanding, the best we can do is to try to estimate the state with advanced signal processing techniques and its correlation to the physiological mechanisms.

Achenbrener-Scheibe et al. proposed various methods to predict the onset of seizures based on EEG recordings.8 Correlation dimension was used to identify preictal dimension drops up to 19 min before a seizure onset. They investigated both sensitivity and specificity, of this method, based on invasive long-term recordings from 21 patients suffering from medically intractable partial epilepsies, who underwent invasive pre-surgical monitoring. The mean length and amplitude of dimension drops showed no significant differences between interictal and preictal data sets.

Over the past two decades, much research has been done with the use of conventional temporal and frequency analysis measures in the detection of epileptic seizures from EEGs. Reasonably good results have been obtained from these studies.9–12 Osterhage et al. investigate the measurements for the directionality of coupling between dynamical systems. As a case study they apply these measures to analyze and characterize epileptiform discharges in patients with absence seizure. Through this decomposition, transient features were accurately captured and localized in both time and frequency domain. A combination of wavelet and frequency domain analysis was studied in Refs. 15 and 16. Their results showed that, this combined approach was very effective in identifying the epilepsy.

In this paper we analyze frequency measures for the detection of epileptic activity in EEGs. The study is based on EEG data samples which are classified into three distinct classes: normal, epileptic background and epileptic seizure. We used autoregressive moving average (ARMA), Yule-Walker and Burg’s method, to extract the power density spectrum (PSD) from representative EEG signal samples. Local maxima and minima were detected from these spectra. The locations of these extrema become input vectors to the classifiers. Analysis Of Variance between groups (ANOVA) tests on these input vectors show that the information, conveyed by these input vectors, is statistically significant. The three classifiers used here are: Gaussian mixture model (GMM), artificial neural network (ANN), and support vector machine (SVM). The different classification results are documented with confusion matrices and compared with receiver operating characteristic (ROC) curves. We found that Burg’s method for spectrum estimation together with a SVM yields the best classification results. This combination reaches a classification rate of 93.33%, the sensitivity is 98.33% and the specificity is 96.67%.

Figure 1 shows the overview of the system used. Section 2 describes all the methods which were used in the individual processing blocks. Section 3 presents and discusses the results. These results are set into a wider context in Section 4. The conclusions of this paper are presented in Section 5.
2. Materials and Methods

Parametric (model based) power spectrum estimation methods avoid the problem of spectral leakage and provide a better frequency resolution when compared with non-parametric methods. In general, parametric methods produce a smooth power spectral density (PSD) and the frequency bands are easily distinguishable. Furthermore, the post-processing is simpler, this makes the PSD estimation more accurate. The only drawback of parametric methods is that the model order must be chosen such that the PSD estimation method yields good results for each signal class. In this study, we used three parametric PSD estimation methods, namely ARMA, Yule-Walker, and Burg. The following sections describe these methods.

Section 2.5 discusses the feature extraction. To be specific, it introduces the peak detection algorithm which states value and position of both local maxima and minima of a signal. Section 2.6 introduces ANOVA. We use the GMM, SVM and ANN classifiers to investigate the performance of the features mentioned above in an automated pattern recognition system. Sections 2.7 – 2.9 describe these classifiers. The following section introduces the data sets which were used to obtain the results.

2.1. Data

The EEG data for the present study was obtained from a database available from Bonn University. Gautama et al. discussed these datasets in Ref. 18. Three sets, (normal, epileptic background (preictal) and epileptic seizure (ictal)), of a single channel with a duration of 23.6 seconds duration, were used for the study. There are 200 data sets in both normal and preictal classes while the ictal class had 100 data sets. The normal EEG data was obtained from five healthy volunteers using a standardized electrode placement scheme, in the relaxed awake state with open eyes. In the present study, we considered only 100 data sets per class, 70 to train the classifiers and 30 to test the classifiers. The ictal EEG data was recorded during epileptic seizures from five epilepsy patients. The preictal EEG data was recorded from the same five epilepsy patients when there was no seizure. All EEG signals were recorded with the same 128 channel amplifier system, digitized with a sampling rate of 173.61 Hz and with a 12 bit A/D resolution. The data was filtered using a band pass filter with settings 0.5340 Hz ∼ 12 dB/octave. Figures 2 to 4 show 11.8 seconds of sample recordings for normal, preictal and ictal EEG respectively.

2.2. Yule-Walker’s method

The Yule-Walker AR method of spectral estimation computes the AR parameters by forming a biased estimate of the signal’s autocorrelation function and solving the least squares minimization of the forward prediction error. This results in the Yule-Walker equations:

\[ A \times B = C \]  

with:

\[ A = \begin{bmatrix} r_{xx}(0) & r_{xx}(-1) & \cdots & r_{xx}(-p+1) \\ r_{xx}(1) & r_{xx}(0) & \cdots & r_{xx}(-p+2) \\ \vdots & \vdots & \ddots & \vdots \\ r_{xx}(p-1) & r_{xx}(p-2) & \cdots & r_{xx}(0) \end{bmatrix} \]

and

\[ B = \begin{bmatrix} \hat{a}_1 \\ \hat{a}_2 \\ \vdots \\ \hat{a}_p \end{bmatrix}, \quad C = \begin{bmatrix} r_{xx}(1) \\ r_{xx}(2) \\ \vdots \\ r_{xx}(p) \end{bmatrix} \]
where \( r_{xx}(m) \) is a biased form of the autocorrelation function. This form ensures that autocorrelation matrix, shown above, is positive definite. The biased form of the autocorrelation estimate is calculated as follows:

\[
r_{xx}(m) = \frac{1}{N} \sum_{n=0}^{N-m-1} x^*(n)x(n + m), \quad m \geq 0
\]  

(2)

The AR coefficients (\( \hat{\theta}_p \)) can be obtained by solving the of \( p + 1 \) linear equations, extracted from Eq. 1 (for instance, by using the fast Levinson Durbin algorithm). The corresponding PSD estimate is calculated as follows:

\[
\hat{P}_{AR}(f) = \frac{\hat{\sigma}^2_{wp}}{|1 + \sum_{k=1}^{p} \hat{a}_k(f)e^{-j2\pi fk}|^2}
\]  

(3)

where \( \hat{\sigma}^2_{wp} \) is the estimated minimum mean square error for the \( p \)-th order, predictor calculated as follows:

\[
\hat{\sigma}^2_{wp} = \hat{\sigma}_x^2(0) \prod_{k=1}^{p} |1 - |\hat{a}_k(k)|^2|
\]  

(4)

2.3. Burg’s method

Burg’s method is another algorithm to get AR model parameters. It is computationally efficient and yields a stable AR model. \(^{20}\) Burg’s method is based on minimizing both forward and backward prediction errors as well as estimating the reflection coefficient. The power spectrum of the \( p \)-th order autoregressive process is defined as:

\[
\hat{P}_{Burg}(f) = \frac{\hat{\sigma}_x^2}{|1 + \sum_{k=1}^{p} \hat{a}_k(f)e^{-j2\pi fk}|^2}
\]  

(5)

Where \( \hat{\sigma}_x^2 \) denotes the total least square error. It is the sum of forward and backward prediction errors, \( \hat{\sigma}_{f,p} \) and \( \hat{\sigma}_{b,p} \) respectively. The prediction errors are calculated as follows:

\[
\hat{\sigma}_{f,p} = x(n) + \sum_{i=1}^{p} \hat{a}_i x(n-i)
\]  

(6)

\[
\hat{\sigma}_{b,p} = x(n-p) + \sum_{i=1}^{p} \hat{a}_i x(n-p+i)
\]  

(6)

where \( n = p + 1, \ldots, U \).

One of the most important aspects to consider when using the AR method is the selection of the model order \( p \). In this work the order of the AR model is taken as: \( p = 10,21 \)

2.4. ARMA method

The ARMA model is a combination of autoregressive (AR) and moving average (MA) models.\(^ {22,23} \) The power spectrum of an autoregressive moving average process is given by Eq. 7.

\[
\hat{P}_{ARMA}(f) = \frac{\sigma^2 f |\sum_{k=1}^{p} \hat{b}_k(f)e^{-j2\pi fk}|^2}{|1 + \sum_{k=1}^{q} \hat{a}_k(f)e^{-j2\pi fk}|^2}
\]  

(7)

where \( \sigma^2 \) is the prediction error variance. Both AR coefficients (\( \hat{\theta}_p \)) and MA coefficients (\( \hat{b}_q \)) were obtained with the Yule-Walker method as described in the previous section. In general the ARMA model is generated by filtering unit variance noise with a filter having \( p \) poles and \( q \) zeros. This method is based on the assumption that the value of the output signal depends on the previous values of the same signal (autoregressive component) and on the present and previous values of a different input signal (moving average component), plus an additional noise factor. The advantage of the ARMA model is that it can incorporate both autoregressive and moving average terms.

2.5. Peak detection

In this work we have used Billauer’s \(^{a} \) ‘Peak detection’ algorithm to locate the first 4 local maxima and the first 4 minima in the two dimensional PSD signals. Figure 5 shows the results of Burg’s method of PSD estimation for normal, epileptic background and seizure signals. The local maxima are marked with a cross (\( \times \)), the coordinates are encoded by the amplitude \( a_{X_{max}} \) and by the frequency \( f_{X_{max}} \), where \( X \in \{1, \ldots, 4\} \) is the number of the maximum. For example, the ordered pair \((a_{X_{max}}, f_{X_{max}})\) encodes the coordinates of the first maxima. Similarly, the local minima are marked with circles (\( \circ \)), the coordinates are encoded by the amplitude \( a_{X_{min}} \) and by the frequency \( f_{X_{min}} \), where \( X \in \{1, \ldots, 4\} \) is the number of the minima.

2.6. Analysis of variance between groups (ANOVA)

ANOVA test uses variances to decide whether or not the means, which were evaluated independently for
each class of input parameters, are different. The result of this test is the so called \( p \)-value. A low \( p \)-value indicates that the means of individual classes are independent. Therefore, a low \( p \)-value is desired for classification problems. In other words, a low \( p \)-value gives some certainty that it is possible to differentiate the individual classes with an automated classifier, such as GMM, ANN and SVM. Therefore, if the observed differences are high, i.e. the \( p \)-value is low, then the test result is considered to be statistically significant.

2.7. Gaussian mixture model (GMM)

GMMs have been widely used in many areas, such as pattern recognition and classification. Their use has been especially successful in speaker identification and verification. In GMM models, a probability density function is expressed as a linear combination (with weights \( w_i \)) of \( N \) multidimensional Gaussian basis functions. Each of these basis functions is specified by its mean values \( \mu_i \) and its covariance matrix \( \Sigma_i \), both can be derived from the input signal. For a single observation, \( x \), the probability density function of a given GMM model, \( \lambda \):

\[
p(x|\lambda) = \sum_{i=1}^{N} w_i g(s|\mu_i, \Sigma_i) \tag{8}
\]

The probability density function of a single Gaussian component of \( D \) dimensions is defined as:

\[
g(x|\mu_i, \Sigma_i) = \frac{1}{\sqrt{2\pi}^{\frac{D}{2}}|\Sigma_i|} \times \exp\left(-\frac{1}{2}(x-\mu)^T \Sigma^{-1} (x-\mu)\right) \tag{9}
\]

where \( (\cdot)^T \) denotes the vector transpose. The solution, to determine the parameters of the GMM, uses the Maximum Likelihood (ML) parameter estimation criterion. The model parameters are estimated through training, the goal is to maximize the likelihood of the observations using the so called Expectation-Maximization (E-M) algorithm.

Usually, the initial estimates of the parameters are obtained from a sample of the training data using a simpler procedure, such as K-means. The K-means procedure starts with randomly chosen initial means and assumed unit variances for the covariance matrix. This method has been adopted in this work.

2.8. Artificial neural network (ANN)

ANNs are comprised of densely interconnected adaptive simple processing elements called neurons. These neurons are interconnected, but independent entities, therefore they are capable of performing parallel computations for data processing and knowledge representation. The most commonly used neural network is called multilayer perceptron neural networks (MLPNN). We adopted MLPNNs for this study, because they operate fast and they are easy to implement. The MLPNN has been used widely for a variety of detection and estimation tasks.

Figure 6 shows the ANN used for classification in this study. In this work, the nature of the class boundaries was not clearly known. Under these circumstances there is no theoretical method with which the network setup can be determined. By trial and error we found that a four layer network with sigmoid activation function gives good results. The input layer had 9 neurons, the two hidden layers
have 15 neurons each and the output layer has two neurons.

The multilayer perceptron was trained with the back propagation algorithm (BPA). This is a supervised learning algorithm which aims to reduce the error between actual and desired network outputs. BPA is a so called steepest descent method where weight values are adjusted in an iterative fashion while moving along the error surface to arrive at minimal range of error, when input patterns are presented to the network for learning.

During the initialization phase, the connection weights of the neural network were randomly assigned. During the training phase they are progressively modified to reduce the overall mean square error. The weight update, aimed at maximizing the rate of error reduction was set to $10^{-9}$. With regards to the choice of the weight increment, there is no definite rule for its selection; however the weight increment was done in small steps. In the present case, a learning constant, $\eta = 0.9$ (that controls the step size) was chosen by trial and error.

The ideal training dataset is large in size and uniformly spread throughout the class domains. In the absence of an ideal training dataset, the available data was used iteratively until the error function came down below a threshold. For quick and effective training, data was fed from all classes in a routine sequence so that the right message about the class boundaries was communicated to the ANN.

2.9. Support vector machine (SVM)

SVMs were initially designed for two-class problems. But, they have been extended to multi-class problems. The text below briefly explains the two-class SVM approach. The SVM operation searches for a hyperplane which acts as a decision surface that separates positive and negative values from each other with maximum margin. This involves orienting the separating hyperplane perpendicular to the shortest line separating the convex hulls of the training data for every class, and locating it midway along this line. Let the separating hyperplane be given by $x \cdot w + b = 0$, where $w$ is its normal. For linearly separable data $\{x_i, y_i\}$ where $x_i \in \mathbb{R}^n$ and $y_i = \{-1, 1\}$, $i = 1, \ldots, N$, the optimum boundary, chosen with the maximal margin criterion, is found by minimizing the objective function:

$$E = ||w||^2$$ (10)

Subject to $(x_i \cdot w + b) y_i \geq 1 \; \forall i$.

The solution for the optimum boundary $w_0$ is a linear combination of a subset of the training data, $s \in \{1, \ldots, N\}$ known as the support vectors. This solution can be obtained more easily by translating it into its “dual form”. The optimization problem can be solved by quadratic methods giving the optimum decision boundary $w_0$ as:

$$w_0 = \sum_{s \in S} \alpha_s y_s x_s$$ (11)

which is a linear combination of the support vectors with $\alpha_s \neq 0$.

Kernel functions can be used to extend the solution to nonlinear boundary problems. The dot product $(\cdot)$ in the feature space is expressed by some functions (i.e., the kernels) of two vectors in input space. The polynomial and radial basis function (RBF) kernels are commonly used. With the use
of kernels, an explicit transformation of the data to
the feature space is not necessary.

There are several algorithms that extend
the basic binary SVM classifier to be a multi-class
classifier. Examples are: the one-against-one SVM,
one-against-all SVM, half against half SVM, and
Directed Acyclic Graph SVM (DAGSVM). We used
the RBF kernel function with a one-against-all algo-
rithm to classify an input EEG segment among the
three classes (normal, ictal and preictal). We per-
formed an initial search for the SVM parameters
by using a “grid search” approach as suggested by
Hsu.32

2.10. Receiver Operating Characteristic
(ROC)
The ROC curve is a plot in a two dimensional space.
The x-axis is ‘1 - specificity’ and the y-axis is ‘sen-
sitivity’. Sensitivity, also known as true positive frac-
tion, refers to the probability that a test result is
positive when a disease is present.

The area under the ROC curve indicates the clas-
sifier performance across the entire range of cut-
off points. Conventionally, the area under the ROC
curve must fall in the range between 0.5 and 1.33 An
area closer to 1 means that the classifier has a better
accuracy. The area under the ROC curve is a good
indicator for the classifier’s performance.34

For example, Fogarty et al used ROCs to ana-
lyze the tradeoff between true positive and false pos-
itive for sensor based estimates. Their case studies
compare sensor-based estimates with human perfor-
mance. They optimize a feature selection process for
the area under the ROC curve, and they examine
end-user selection of a desirable tradeoff.35

In this work we used ROC to test the classifiers in
their ability to differentiate normal from both epilep-
tic background and seizure. In this case, specificity
measures the proportion of signals from the nor-
mal group which are correctly identified. Similarly,
sensitivity measures the proportion of both epileptic
background and seizure groups which are correctly
identified.

3. Results
The block diagram shown Fig. 1, gives an overview
on how the results were obtained. The first step is
to estimate the PSD from the individual signals. We
did this by applying three different methods, namely:
ARMA, Yule-Walker and Burg. The local maxima
and minima of the PSD curve are extracted with
the peak detection algorithm. The location of the
first 4 maxima and the first 4 minima forms a 16
dimensional vector which is the input for the clas-
sifiers. With respect to the local extrema location,
‘first’ means the extrema being located at the low-
est frequency. The three classifier used in this study
were: GMM, ANN and SVM. All concepts have been
introduced in Section 2, therefore this section reports
only the results of the individual experiments. It is
structured such that there is a subsection for each
PSD estimation method. Within this section, the
confusion matrices of the three individual classifiers
are discussed and the classifiers are compared within
ROC graphs. Section 3.4 compares the results across
the individual PSD estimation methods.

For all tables, presented in the following sections,
C = class, N = normal, EB = epileptic background
and S = seizure. ‘p’ stands for p-value. For all p-
values, a 0 indicates a result lower than 0.0001.

3.1. ARMA method
Despite the fact that the ARMA method uses both
autoregressive and moving average parameters, the
classification results, presented in the following text,
are the poorest of all three tested methods. The clas-
sification results are based on the parameters, i.e.
location of the local extrema. The statistical rele-
vance of these parameters is indicated by Table 1.
It shows mean and standard deviation of both fre-
quency f and amplitude a values for the first four
maxima within each class. The last row shows the
p-values from the ANOVA test. Similarly, Table 2
shows these measures for the first four local minima.
The only general trend, within the ANOVA results,
is that both local maxima and local minima are sta-
tistically significant.

The discussion of the classification result starts
with the GMM classifier. The classification rate of
the GMM classifier is 31.11%, which is below 50%.
Table 3 shows the confusion matrix for this test.
The numbers within the 3 × 3 matrix document the
performance of the classifier. The first row indicates
that the GMM method classifies only 3 data sets,
taken from normal EEGs, correctly as normal. But,27
normal subjects are wrongly classified as epileptic.
Table 1. ARMA max: Mean and variance results calculated from individual elements of the input vector, for one class.

<table>
<thead>
<tr>
<th>C</th>
<th>f1_{max}</th>
<th>a1_{max}</th>
<th>f2_{max}</th>
<th>a2_{max}</th>
<th>f3_{max}</th>
<th>a3_{max}</th>
<th>f4_{max}</th>
<th>a4_{max}</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>0.0548 ± 0.0716</td>
<td>0.4672 ± 0.1133</td>
<td>0.1738 ± 0.3074</td>
<td>0.0300 ± 0.1316</td>
<td>0.1229 ± 0.0923</td>
<td>0.3231 ± 0.2443</td>
<td>0.0374 ± 0.0945</td>
<td>0.0166 ± 0.1036</td>
</tr>
<tr>
<td>EB</td>
<td>0.2640 ± 0.1400</td>
<td>0.3144 ± 0.2865</td>
<td>0.1424 ± 0.3156</td>
<td>0.1230 ± 0.2562</td>
<td>0.2728 ± 0.1868</td>
<td>0.1488 ± 0.2422</td>
<td>0.0625 ± 0.1383</td>
<td>0.0364 ± 0.0924</td>
</tr>
<tr>
<td>S</td>
<td>0.1200 ± 0.0530</td>
<td>0.1200 ± 0.1756</td>
<td>0.0978 ± 0.2599</td>
<td>0.0250 ± 0.1260</td>
<td>0.3367 ± 0.1567</td>
<td>0.0558 ± 0.1342</td>
<td>0.0177 ± 0.0611</td>
<td>0.0057 ± 0.0267</td>
</tr>
<tr>
<td>p</td>
<td>0</td>
<td>0</td>
<td>0.1248</td>
<td>0.0001</td>
<td>0</td>
<td>0</td>
<td>0.0092</td>
<td>0.0195</td>
</tr>
</tbody>
</table>

Table 2. ARMA min: Mean and variance results calculated from individual elements of the input vector, for one class.

<table>
<thead>
<tr>
<th>C</th>
<th>f1_{min}</th>
<th>a1_{min}</th>
<th>f2_{min}</th>
<th>a2_{min}</th>
<th>f3_{min}</th>
<th>a3_{min}</th>
<th>f4_{min}</th>
<th>a4_{min}</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>0.2715 ± 0.0872</td>
<td>0.1465 ± 0.2597</td>
<td>0.0282 ± 0.1209</td>
<td>0.0194 ± 0.0996</td>
<td>0.1046 ± 0.0446</td>
<td>0.0235 ± 0.0488</td>
<td>0.0117 ± 0.0513</td>
<td>0.0134 ± 0.0750</td>
</tr>
<tr>
<td>EB</td>
<td>0.2471 ± 0.1833</td>
<td>0.1297 ± 0.1950</td>
<td>0.1288 ± 0.2470</td>
<td>0.0791 ± 0.2022</td>
<td>0.1027 ± 0.1427</td>
<td>0.0867 ± 0.1708</td>
<td>0.0579 ± 0.1496</td>
<td>0.0368 ± 0.1251</td>
</tr>
<tr>
<td>S</td>
<td>0.0947 ± 0.1481</td>
<td>0.0506 ± 0.2591</td>
<td>0.0315 ± 0.1377</td>
<td>0.0205 ± 0.1446</td>
<td>0.0768 ± 0.1557</td>
<td>0.0194 ± 0.0725</td>
<td>0.0134 ± 0.0784</td>
<td>0.0055 ± 0.0519</td>
</tr>
<tr>
<td>p</td>
<td>0</td>
<td>0</td>
<td>0.3123</td>
<td>0.0103</td>
<td>0</td>
<td>0.7478</td>
<td>0.0025</td>
<td>0.0011</td>
</tr>
</tbody>
</table>
Table 3. Result of GMM classification.

<table>
<thead>
<tr>
<th>Target</th>
<th>Normal</th>
<th>Seizure</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>3</td>
<td>27</td>
<td>0</td>
</tr>
<tr>
<td>Seizure</td>
<td>6</td>
<td>23</td>
<td>1</td>
</tr>
<tr>
<td>EB</td>
<td>2</td>
<td>26</td>
<td>2</td>
</tr>
</tbody>
</table>

Seizure and no data sets were classified as epileptic background. Similarly, the second row details that 23 data sets are correctly identified as epileptic seizure. But, 6 were wrongly classified as normal and 1 was wrongly classified as epileptic background. Finally, the last row indicates that 26 data sets were correctly identified as epileptic background and 4 data sets were wrongly classified. The sum of the elements within each row is always 30, i.e. the number of data sets, within each class, used to test the classifier.

The second classifier, which was tested on the same data sets, is the ANN. This classifier achieved a classification rate of 78.89%. The confusion matrix, given in Table 4, shows that the normal data sets are better classified than with GMM. However, the classification of epileptic background is not satisfactory, because 8 out of 30 epileptic background data sets were wrongly classified as epileptic seizure.

Finally, the SVM classifier was also tested with the same data set. It achieved an even higher classification rate than the ANN classifier. To be specific, the classification rate of the SVM classifier is 85.56%. The confusion matrix, presented in Table 5, shows that SVM achieves acceptable results for all classes.

To compare the classifier performance we used ROC curves. The ROC curves, shown in Fig. 7, highlight the poor performance of the GMM classifier.

Table 4. Result of ANN classification.

<table>
<thead>
<tr>
<th>Target</th>
<th>Normal</th>
<th>Seizure</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>24</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Seizure</td>
<td>1</td>
<td>25</td>
<td>4</td>
</tr>
<tr>
<td>EB</td>
<td>0</td>
<td>8</td>
<td>22</td>
</tr>
</tbody>
</table>

Table 5. Result of SVM classification.

<table>
<thead>
<tr>
<th>Target</th>
<th>Normal</th>
<th>Seizure</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>26</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Seizure</td>
<td>1</td>
<td>25</td>
<td>4</td>
</tr>
<tr>
<td>EB</td>
<td>1</td>
<td>3</td>
<td>26</td>
</tr>
</tbody>
</table>

Fig. 7. ROC curves of the classifiers based on ARMA method.

Table 6 presents the statistical analysis of the ROC curves. AUC indicates the area under the curve. The area under the curve is further analyzed with the standard error (S.E.) and the confidence interval (C.I.). Apart from the analysis of the area under the ROC, Table 6 also provides sensitivity and specificity of the tests. These results show that the SVM classifier is the best choice for classifying the parameters obtained from the ARMA PSD.

3.2. Yule-Walker method

The second test sequence was conducted with the parameters extracted from the Yule-Walker PSD. Tables 7 and 8 detail the statistical significance of the parameters. The values in Table 8 support the claim that the positions of local minima are also statistically significant. Overall, the p-values are lower than the ones from the parameters obtained from the ARMA PSD.

As before, the weakest classification method is the GMM classifier. The classification rate of the GMM classifier is 81.11%. Compared with the ARMA classification rate, this is roughly 50% higher. This increase of the classification rate is also reflected in the confusion matrix, shown in Table 9. According to this table, GMM delivers poor results for normal classification, the results for the other two classes are acceptable.

Even though, the classification rate of GMM is acceptable, with a classification rate of 85.56% the ANN classifier is better. Especially the performance...
Table 6. ROC analysis. For all classifier, the area under the ROC is statistically greater than 0.5.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>AUC</th>
<th>S.E.</th>
<th>95% C.I.</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMM</td>
<td>0.61556</td>
<td>0.06114</td>
<td>0.49572</td>
<td>0.7000</td>
<td>0.5333</td>
</tr>
<tr>
<td>ANN</td>
<td>0.93167</td>
<td>0.02576</td>
<td>0.88118</td>
<td>0.9167</td>
<td>0.8333</td>
</tr>
<tr>
<td>SVM</td>
<td>0.95278</td>
<td>0.02110</td>
<td>0.91142</td>
<td>0.9667</td>
<td>0.8667</td>
</tr>
</tbody>
</table>

on the normal class is more accurate, according to the confusion matrix given in Table 10. Compared to both: GMM and ANN, the classification rate of 87.78%, achieved by the SVM classifier, is the best for parameters extracted from the Yule-Walker PSD. The SVM classifier performs good for all three classes, as shown in the confusion matrix of Table 11. This table shows that the SVM classifier yields its weakest result for seizure classification.

The ROC curves, shown in Fig. 8, describe the results of the confusion matrices. However, in this case the ROC curve does not reflect the detailed confusion matrix results. This comes from the fact that ROC curves detail only two class problems (disease present or not). According to Fig. 8 the ANN classifier is better than SVM and GMM.

Table 12 provides a detailed ROC analysis. The area under the ROC curve favors the ANN classifier, it has an area of 0.96722 compared to an area of 0.95278 for the SVM classifier. Similarly, both sensitivity and specificity of the ANN classifier are also the best, when compared to the SVM and GMM classifiers.

3.3. Burg’s method

In general, Burg’s method of spectrum estimation outperforms the other two PSD estimation techniques. Tables 13 and 14 show the statistics of these parameters. The p-values are slightly better than the ones obtained from Yule-Walker parameters. However, only the classification results provide a strong support for the claim that Burg’s method is the best PSD estimation method, among the three methods, for EEG signal classification.

We achieved a classification rate of 82.22% even with the GMM classifier. The confusion matrix for the GMM classifier, provided in Fig. 15, shows a perfect classification for epileptic background. However, the classification for normal is poor and therefore the overall performance of GMM is the weakest of the three tested classifiers.

With a classification rate of 90%, the ANN classifier is better than the GMM classifier. The confusion matrix, shown in Table 16, shows that the ANN performs well for all three classes.

The best classifier for parameters obtained from Burg’s PSD is the SVM with a classification rate of 93.33%. Table 17 shows the confusion matrix. The SVM performs especially well for normal classification.

Figure 9 shows the ROC curves of the three classifiers which took part in this test. The curves show that the performance of ANN and SVM is similar. They are both superior when compared to the GMM classifier.

Table 18 gives a detailed ROC analysis. The table shows that ANN has a slightly larger area under the ROC curve then SVM. However, both sensitivity and specificity are the same for ANN and SVM. Both, ANN and SVM outperform the GMM classifier in all measures.

3.4. Comparison of the different PSD estimation methods

This section compares the results of the SVM classifier, obtained from parameters which were extracted from different PSDs. Tables 19 and 20 summarize the ANOVA test results. These results show two trends: (1) The first extrema are statistically more significant than the following extrema, i.e., the p-value goes up towards the right side of the tables. (2) Both parameter sets, Yule-Walker and Burg, show more
### Table 7. Yule-Walker max: Mean and variance results calculated from individual elements of the input vector, for one class.

<table>
<thead>
<tr>
<th>C</th>
<th>$a_{1_{\text{max}}}$</th>
<th>$a_{2_{\text{max}}}$</th>
<th>$a_{3_{\text{max}}}$</th>
<th>$a_{4_{\text{max}}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>0.1400 ± 0.0391</td>
<td>0.1346 ± 0.0209</td>
<td>0.2870 ± 0.1210</td>
<td>0.5489 ± 0.1365</td>
</tr>
<tr>
<td>EB</td>
<td>0.5088 ± 0.2463</td>
<td>0.2673 ± 0.2501</td>
<td>0.5986 ± 0.2787</td>
<td>0.6620 ± 0.3390</td>
</tr>
<tr>
<td>S</td>
<td>0.1758 ± 0.0767</td>
<td>0.3595 ± 0.2850</td>
<td>0.5988 ± 0.2962</td>
<td>0.4631 ± 0.3818</td>
</tr>
<tr>
<td>p</td>
<td>0</td>
<td>0</td>
<td>0.0248</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

### Table 8. Yule-Walker min: Mean and variance results calculated from individual elements of the input vector, for one class.

<table>
<thead>
<tr>
<th>C</th>
<th>$a_{1_{\text{min}}}$</th>
<th>$a_{2_{\text{min}}}$</th>
<th>$a_{3_{\text{min}}}$</th>
<th>$a_{4_{\text{min}}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>0.1068 ± 0.0231</td>
<td>0.2584 ± 0.1215</td>
<td>0.5099 ± 0.1266</td>
<td>0.6591 ± 0.1631</td>
</tr>
<tr>
<td>EB</td>
<td>0.2983 ± 0.2834</td>
<td>0.5307 ± 0.2443</td>
<td>0.6369 ± 0.3205</td>
<td>0.4467 ± 0.4348</td>
</tr>
<tr>
<td>S</td>
<td>0.4290 ± 0.3831</td>
<td>0.4885 ± 0.2451</td>
<td>0.4401 ± 0.3378</td>
<td>0.2759 ± 0.3569</td>
</tr>
<tr>
<td>p</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 9. Results of the GMM classification.

<table>
<thead>
<tr>
<th>Target</th>
<th>Normal</th>
<th>Seizure</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>18</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Seizure</td>
<td>0</td>
<td>27</td>
<td>3</td>
</tr>
<tr>
<td>EB</td>
<td>0</td>
<td>2</td>
<td>28</td>
</tr>
</tbody>
</table>

Table 10. Results of ANN classification.

<table>
<thead>
<tr>
<th>Target</th>
<th>Normal</th>
<th>Seizure</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>25</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Seizure</td>
<td>0</td>
<td>26</td>
<td>4</td>
</tr>
<tr>
<td>EB</td>
<td>0</td>
<td>4</td>
<td>26</td>
</tr>
</tbody>
</table>

Table 11. Results of SVM classification.

<table>
<thead>
<tr>
<th>Target</th>
<th>Normal</th>
<th>Seizure</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>26</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Seizure</td>
<td>2</td>
<td>25</td>
<td>3</td>
</tr>
<tr>
<td>EB</td>
<td>0</td>
<td>2</td>
<td>28</td>
</tr>
</tbody>
</table>

Fig. 8. The result of ROC curves of the classification based on Yule-Walker method.

The discussion of the ANOVA tests (p-values) gives an indication of how well the classification methods may perform. In the previous sections, both classification rate and confusion matrices show that SVM is the best classifier for the parameters obtained from the different PSDs. The ROC curves, shown in Fig. 10 indicate that Burg’s method yields the best classification result. This does not contradict the ANOVA test results.

The most detailed and therefore most valuable, way of comparing the SVM performance is the combined confusion matrix. A sequence of three rows describes the SVM results of the three PSDs for the same target. The first group describes the results for normal. With 29 correctly classified data sets, obtained from the Burg PSD, the SVM classifier shows the best result. For the seizure group, the Burg PSD also yields the best SVM classification results. For epileptic background, there is a tie between the SVM classification results obtained from Burg and Yule-Walker PSD.

4. Discussion

During the epilepsy state there is a sudden increase in neural discharge causing an increase in variability. These neurons, in the cerebral hemispheres, may during epilepsy mis-create abnormal electrical activity. Hence, the number of neurons available for useful information processing reduces during seizures.\textsuperscript{38,39} So, during the seizure there is more variability, resulting in higher entropy.

Ghosh-Dastidar \textit{et al.} have investigated automatic epilepsy and seizure detection using pattern recognition method.\textsuperscript{40} Their proposed spiking neural network model resulted a high classification accuracy with statistical significance when compared to parameters obtained from the ARMA PSD.

Table 12. Result of ROC analysis for GMM, ANN and SVM classifiers. For all classifiers, the area under the ROC is statistically greater than 0.5.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>AUC</th>
<th>S.E. 95%</th>
<th>C.I.</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMM</td>
<td>0.83111</td>
<td>0.04206</td>
<td>0.74667</td>
<td>0.7833</td>
<td>0.8333</td>
</tr>
<tr>
<td>ANN</td>
<td>0.96722</td>
<td>0.01737</td>
<td>0.93318</td>
<td>0.9833</td>
<td>0.9000</td>
</tr>
<tr>
<td>SVM</td>
<td>0.92167</td>
<td>0.02775</td>
<td>0.86728</td>
<td>0.9667</td>
<td>0.8667</td>
</tr>
</tbody>
</table>
### Table 13. Burg max: Mean and variance results calculated from individual elements of the input vector, for one class.

<table>
<thead>
<tr>
<th>C</th>
<th>$f_{1\text{max}}$</th>
<th>$a_{1\text{max}}$</th>
<th>$f_{2\text{max}}$</th>
<th>$a_{2\text{max}}$</th>
<th>$f_{3\text{max}}$</th>
<th>$a_{3\text{max}}$</th>
<th>$f_{4\text{max}}$</th>
<th>$a_{4\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>0.1400 ± 0.0091</td>
<td>0.1345 ± 0.0210</td>
<td>0.2038 ± 0.1176</td>
<td>0.5300 ± 0.1432</td>
<td>0.0812 ± 0.0360</td>
<td>0.0211 ± 0.0273</td>
<td>0.0124 ± 0.0199</td>
<td>0.0246 ± 0.0497</td>
</tr>
<tr>
<td>EB</td>
<td>0.5725 ± 0.2484</td>
<td>0.2623 ± 0.2418</td>
<td>0.5925 ± 0.2638</td>
<td>0.6566 ± 0.3407</td>
<td>0.0881 ± 0.1383</td>
<td>0.1434 ± 0.1971</td>
<td>0.0388 ± 0.1186</td>
<td>0.0337 ± 0.1325</td>
</tr>
<tr>
<td>S</td>
<td>0.1708 ± 0.0743</td>
<td>0.3355 ± 0.2672</td>
<td>0.5617 ± 0.2869</td>
<td>0.4247 ± 0.3661</td>
<td>0.0097 ± 0.0255</td>
<td>0.0038 ± 0.0037</td>
<td>0.0003 ± 0.0007</td>
<td>0.0011 ± 0.0015</td>
</tr>
<tr>
<td>p</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 14. Burg min: Mean and variance results calculated from individual elements of the input vector, for one class.

<table>
<thead>
<tr>
<th>C</th>
<th>$f_{1\text{min}}$</th>
<th>$a_{1\text{min}}$</th>
<th>$f_{2\text{min}}$</th>
<th>$a_{2\text{min}}$</th>
<th>$f_{3\text{min}}$</th>
<th>$a_{3\text{min}}$</th>
<th>$f_{4\text{min}}$</th>
<th>$a_{4\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>0.1079 ± 0.0238</td>
<td>0.2555 ± 0.1178</td>
<td>0.5424 ± 0.1318</td>
<td>0.6427 ± 0.1764</td>
<td>0.0042 ± 0.0019</td>
<td>0.0063 ± 0.0084</td>
<td>0.0218 ± 0.0564</td>
<td>0.0339 ± 0.0462</td>
</tr>
<tr>
<td>EB</td>
<td>0.2963 ± 0.2414</td>
<td>0.5223 ± 0.2457</td>
<td>0.6227 ± 0.3247</td>
<td>0.4886 ± 0.4296</td>
<td>0.3522 ± 0.2022</td>
<td>0.0540 ± 0.1180</td>
<td>0.0416 ± 0.1314</td>
<td>0.0002 ± 0.1573</td>
</tr>
<tr>
<td>S</td>
<td>0.4110 ± 0.3260</td>
<td>0.4920 ± 0.2369</td>
<td>0.3717 ± 0.3160</td>
<td>0.3101 ± 0.3636</td>
<td>0.0023 ± 0.0033</td>
<td>0.0002 ± 0.0004</td>
<td>0.0001 ± 0.0002</td>
<td>0.0023 ± 0.0043</td>
</tr>
<tr>
<td>p</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 15. Result of GMM classification.

| Target | Normal | Seizure | E|B |
|--------|--------|---------|---|
| Normal | 18     | 8       | 4 |
| Seizure| 0      | 26      | 4 |
| E|B     | 0       | 0 30 |

Table 16. Results of ANN classification.

| Target | Normal | Seizure | E|B |
|--------|--------|---------|---|
| Normal | 28     | 0       | 2 |
| Seizure| 0      | 27      | 3 |
| E|B     | 0       | 4 26 |

Table 17. Result of SVM classification.

| Target | Normal | Seizure | E|B |
|--------|--------|---------|---|
| Normal | 29     | 0       | 1 |
| Seizure| 0      | 27      | 3 |
| E|B     | 1       | 1 28 |

of 92.5%. In other research work, by the same leading authors, a novel principal component analysis (PCA)-enhanced cosine radial basis function neural network classifier was studied to detect the epilepsy and seizure. Their method yielded a high classification accuracy (96.6%) and was robust to changes in training data with a low standard deviation of 1.4%. For epilepsy diagnosis, when only normal and interictal EEGs were considered, the classification accuracy of the proposed model was 99.3%. In their most recent work, they used Multi-Spiking Neural Network model together with a new supervised learning algorithm to identify the epilepsy and seizure. The classification accuracy of this system was in the range of 90.7% to 94.8%.

Kannathal et al., used different types of entropies to analyze normal and epileptic EEG signals. They have successfully identified the normal and epileptic EEG signals using different entropies and neurofuzzy classifier with an accuracy of more than 90%.

Partial and generalized epilepsy has been detected using Radial Basis Function Neural Network (RBFNN) and Multilayer Perceptron Neural Network (MLPNN). Their studies indicate that, RBFNN (95.2%) performs better than the MLPNN (89.2%).

Recently, Chua et al., have used higher order spectra (HOS) to differentiate between normal, background (preictal) and epileptic EEG signals. These HOS features were fed as input to GMM and SVM classifiers for automatic identification. They have shown that, their HOS features coupled with classifiers were able to achieve 95.78% and 91.70% classification accuracy, respectively.

It was studied that, there was a significant drop in phase synchronization for the pre-ictal state.

Table 18. ROC analysis. For all classifier, the area under the ROC is statistically greater than 0.5.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>AUC</th>
<th>S.E.</th>
<th>95% C.I.</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMM</td>
<td>0.85444</td>
<td>0.03886</td>
<td>0.77828</td>
<td>0.7500</td>
<td>0.9333</td>
</tr>
<tr>
<td>ANN</td>
<td>0.98222</td>
<td>0.01261</td>
<td>0.9361</td>
<td>0.95750</td>
<td>0.9833</td>
</tr>
<tr>
<td>SVM</td>
<td>0.97758</td>
<td>0.01483</td>
<td>0.94683</td>
<td>1.00094</td>
<td>0.9833</td>
</tr>
</tbody>
</table>
Table 19. ‘p-values’ of the parameters obtained from the position, i.e. value \( v \) and frequency \( f \), of the first 4 maxima. A 0 indicates a p-value better than 0.0001.

<table>
<thead>
<tr>
<th>PSD</th>
<th>( a_{1\text{max}} )</th>
<th>( f_{1\text{max}} )</th>
<th>( a_{2\text{max}} )</th>
<th>( f_{2\text{max}} )</th>
<th>( a_{3\text{max}} )</th>
<th>( f_{3\text{max}} )</th>
<th>( a_{4\text{max}} )</th>
<th>( f_{4\text{max}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARMA</td>
<td>0</td>
<td>0</td>
<td>0.1248</td>
<td>0.0001</td>
<td>0</td>
<td>0</td>
<td>0.0092</td>
<td>0.0197</td>
</tr>
<tr>
<td>YW</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0008</td>
<td>0.0102</td>
</tr>
<tr>
<td>Burg</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0004</td>
<td>0.0140</td>
</tr>
</tbody>
</table>

Table 20. ‘p-values’ of the parameters obtained from the position, i.e. value \( v \) and frequency \( f \), of the first 4 minima. A 0 indicates a p-value better than 0.0001.

<table>
<thead>
<tr>
<th>PSD</th>
<th>( a_{1\text{min}} )</th>
<th>( f_{1\text{min}} )</th>
<th>( a_{2\text{min}} )</th>
<th>( f_{2\text{min}} )</th>
<th>( a_{3\text{min}} )</th>
<th>( f_{3\text{min}} )</th>
<th>( a_{4\text{min}} )</th>
<th>( f_{4\text{min}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARMA</td>
<td>0</td>
<td>0.3123</td>
<td>0</td>
<td>0.0183</td>
<td>0.7478</td>
<td>0.0025</td>
<td>0.0011</td>
<td>0.0372</td>
</tr>
<tr>
<td>YW</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.001</td>
<td>0.0046</td>
<td>0</td>
</tr>
<tr>
<td>Burg</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0007</td>
<td>0.0096</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 10. Performance of the SVM classifiers.

controlled study, they were able to predict seizures up to an accuracy of 70% cases with no false positives in the control groups.

The chaotic features like Correlation Dimension, Hurst exponent, Lyapunov exponent and approximate entropy can be used to characterize the signal. These features extracted were used for automatic diagnosis of seizure onsets which would help the patients to take appropriate precautions.\(^{47}\) These nonlinear features were used to train both Gaussian mixture model (GMM) and support vector machine (SVM) classifiers. Their results show that the GMM classifier performed better with average classification efficiency of 95%, sensitivity and specificity of 92.22% and 100% respectively.

Table 21. Area under ROC curves.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>ARMA</th>
<th>YW</th>
<th>Burg</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMM</td>
<td>29</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>SVM</td>
<td>0</td>
<td>27</td>
<td>3</td>
</tr>
<tr>
<td>ANN</td>
<td>1</td>
<td>1</td>
<td>28</td>
</tr>
</tbody>
</table>

Table 22. Comparison of the SVM confusion matrices from the three different spectrum estimation methods. In all cases, Burg’s method outperforms the other two PSD estimation methods.

<table>
<thead>
<tr>
<th>Target</th>
<th>PSD method</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>ARMA</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>YW</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>Burg</td>
<td>29</td>
</tr>
<tr>
<td>Seizure</td>
<td>ARMA</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>YW</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Burg</td>
<td>0</td>
</tr>
<tr>
<td>EB</td>
<td>ARMA</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>YW</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Burg</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 10: Performance of the SVM classifiers.

It can be seen from our results that, AR Burg’s method coupled with SVM performs better than the other combinations. It is able to identify the unknown class with a specificity is 98.33% and the sensitivity is 96.67%, which is comparable with other nonlinear methods.

During the last decade, electrical stimulation has been used to treat several neurologic disorders such
as epilepsy. Recently, therapeutic stimulation of epileptic foci has attracted interest in the research community. We hope that accurate classification of normal, preictal and ictal mental states will improve integrated epilepsy treatment system, such as the ones proposed by Shoeb et al. and Ossorio/Freil.50,51

5. Conclusion

EEG signals can be used to discriminate and subsequently diagnose different brain states, like normal, epileptic background and epileptic seizure. Changes in the EEG signals might be quite prominent, as in the case of an epileptic seizure or more hidden (complex), as in the case of epileptic background. In the time domain, only a trained eye can detect the different states. This work shows that, characteristics of these different mental states are also visible in the spectral domain. We used three different parametric PSD estimation methods (ARMA, Yule-Walker and Burg’s) to estimate the power distribution in the frequency domain. The ‘Peak detection’ algorithm was used to extract local maxima and minima. The location of these extrema formed a vector which was input to the classifiers. The performance of the classifiers was stated with confusion matrices and they were compared with ROC curves.

The comparison of both the different PSD estimation methods and the different classification methods showed that the combination of Burg’s method and SVM classifier yields the best results, with a specificity of 98.33% and a sensitivity of 96.67%.

This signal classification is another step towards an automated system that is able to diagnose different mental conditions based on EEG signals. Such a system would significantly improve clinical workflows, because it frees up trained personal from routine jobs.
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